
Concepts from non-linear dynamics are used to 
understand the behaviour of biological systems



The dynamics of biochemical networks are non-linear

Non-linear : the magnitude of an output is not proportionally related to the 
magnitude of the input 
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There are two ways we specify a dynamical system

System parameters specify the properties of the system, eg temperature, 
kinetic rates for reacting species such as the Vmax and Km for enzyme 
reactions, system volume 

Initial conditions specify the initial values of all components of the system that 
evolve with time, e.g. initial concentrations of all proteins in a biochemical 
network



After an initial transient, a dynamical system settles into a long-term behaviour 
that the system will maintain if undisturbed.  

The system has reached an attractor. 
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Dynamical systems ultimately tend to attractors



A steady-state attractor is a common one

Components of the system eventually no longer change with time: they are steady.
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Different initial conditions give the same steady-state behaviour.



The components of a system oscillate at a limit cycle 
attractor 

After some initial behaviour, the system eventually oscillates.
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From different initial conditions, the system reaches the limit cycle and 
oscillates with the same frequency and amplitude.
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The time taken to reach the limit cycle is different for different initial conditions.



Strange attractors give chaotic dynamics 

Chaos is aperiodic, long-term behaviour in a deterministic system that exhibits 
sensitive dependence on initial conditions.

time

Aperiodic: an 
irregular oscillation 
that never exactly 
repeats



For a limit cycle, there is no sensitive dependence on initial conditions and the 
dynamics from two similar initial conditions remain closely related.
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For a strange attractor, there is sensitive dependence on initial conditions, and the 
dynamics from two similar initial conditions become distinct.

time

Neighbouring 
trajectories 
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exponentially fast.
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A phase diagram shows the dynamics of a system by plotting the concentration 
of one system component against another.
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A limit cycle appears as a circle in the phase diagram.



A bistable system has two steady-state attractors

steady-state A 
(Y > X)

steady-state B 
(X > Y)
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The system tends to either steady-state A or steady-state B depending on the initial 
conditions.  

State A has the white basin of attraction; state B has the blue one.
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the bifurcation occurs 
through changing a 
system parameter not 
the initial conditions

A bifurcation is a qualitative change in the behaviour of a 
system



Example: before the bifurcation, a system goes to steady-state; after the bifurcation, the 
system oscillates

Hopf bifurcation

There are multiple different types of bifurcation.



Positive feedback and bistability in MAP kinase pathways 
generates memory



Positive feedback is a requirement for bistability

Positive feedback is a “runaway” process, where an effect enhances itself.
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Negative feedback 
Æ Homeostasis
(mediocristan)

Positive feedback 
ÆWinner takes all

(extremistan)

After a small perturbation, water moving 
tips the bucket and causes the water to 
move more and so tips the bucket further.

If an increase in the output of the system increases the output of the system 
still further, then the system has positive feedback.



practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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Bistability underlies the maturation of frog oocytes.

The bistability is generated by 
an ultrasensitive, MAP kinase 

cascade and positive feedback.
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ABSTRACT The mitogen-activated protein kinase
(MAPK) cascade is a highly conserved series of three protein
kinases implicated in diverse biological processes. Here we
demonstrate that the cascade arrangement has unexpected
consequences for the dynamics of MAPK signaling. We solved
the rate equations for the cascade numerically and found that
MAPK is predicted to behave like a highly cooperative en-
zyme, even though it was not assumed that any of the enzymes
in the cascade were regulated cooperatively. Measurements of
MAPK activation in Xenopus oocyte extracts confirmed this
prediction. The stimulus!response curve of the MAPK was
found to be as steep as that of a cooperative enzyme with a Hill
coefficient of 4–5, well in excess of that of the classical
allosteric protein hemoglobin. The shape of the MAPK stim-
ulus!response curve may make the cascade particularly ap-
propriate for mediating processes like mitogenesis, cell fate
induction, and oocyte maturation, where a cell switches from
one discrete state to another.

Although the biological responses associated with mitogen-
activated protein kinase (MAPK) signaling are highly varied,
the basic structure of the MAPK cascade is well conserved
(1–3). The cascade always consists of a MAPK kinase kinase
(MAPKKK), a MAPK kinase (MAPKK), and a MAPK.
MAPKKKs activate MAPKKs by phosphorylation at two
conserved serine residues and MAPKKs activate MAPKs by
phosphorylation at conserved threonine and tyrosine residues
(Fig. 1). The cascade relays signals from the plasma membrane
to targets in the cytoplasm and nucleus.

A number of other membrane-to-nucleus signaling pathways,
such as the Jak!Stat pathways and the cAMP!protein kinase A
pathway, employ just a single protein kinase. Why does the
MAPK cascade invariably use three kinases instead of one? The
possibility that the three kinase arrangement has evolved to allow
signal ramification or amplification is attractive but, as yet, not
well supported by genetic or biochemical evidence.

We have explored the possibility that the cascade arrangement
has important consequences for the dynamics of MAPK signal-
ing. Here we shall focus on the steady-state responses of enzymes
at each level in the cascade to varying input stimuli. The stimulus!
response curve of a typical Michaelis–Menten enzyme is hyper-
bolic, and the enzyme responds in a graded fashion to increasing
stimuli. An 81-fold increase in stimulus is needed to drive the
enzyme from 10% to 90% maximal response (see for example,
the MAPKKK curves in Fig. 2). However, some enzymes exhibit
stimulus!response curves that are steeper or less steep than the
Michaelis–Menten curve. Goldbeter and Koshland have termed
these responses ‘‘ultrasensitivity’’ and ‘‘subsensitivity,’’ respec-
tively (11–13). An ultrasensitive enzyme requires less than an
81-fold increase in stimulus to drive it from 10% to 90% maximal
response (for example, the MAPK and MAPKK curves in Fig. 2);
a subsensitive enzyme requires more than an 81-fold increase.

The term ultrasensitivity emphasizes the fact that the upstroke
of the stimulus!response curve is steeper than that of a hyperbolic
Michaelis–Menten enzyme, as shown in Fig. 2A. However,

ultrasensitive enzymes are also relatively less sensitive to small
stimuli than are Michaelis–Menten enzymes; at low stimulus
levels their stimulus!response curves are less steep than those of
Michaelis–Menten enzymes (Fig. 2A). Thus, highly ultrasensitive
enzymes tend toward all-or-none, switch-like responses.

The most widely appreciated mechanism for generating
ultrasensitive responses is cooperativity. Positively cooperative
enzymes have sigmoidal stimulus!response curves, and require
less than an 81-fold stimulus to drive them from 10% to 90%
maximal response. However, cooperativity is not the only
mechanism through which ultrasensitive responses can be
generated. Ultrasensitivity also arises when enzyme cycles
operate near saturation [‘‘zero-order ultrasensitivity’’ (11)]
and when stimuli impinge upon multiple steps of an enzyme
cascade [‘‘multistep ultrasensitivity’’ (12–14)].

We have investigated whether an ultrasensitive, switch-like
response would be expected of the vertebrate Erk1!Erk2
MAPK cascade, given what is known about the abundances of
the members of the cascade and their affinities for each other.
We solved the rate equations for the cascade numerically, and
found that the dose!response curves for MAPK and MAPKK
are predicted to be sigmoidal, with the MAPK curve predicted
to be as steep as that of a cooperative enzyme with a Hill
coefficient of nearly 5. We then carried out detailed measure-
ments of the stimulus!response curves for one MAPKK
(Mek-1) and one MAPK (p42 MAPK!Erk2) in a highly

The publication costs of this article were defrayed in part by page charge
payment. This article must therefore be hereby marked ‘‘advertisement’’ in
accordance with 18 U.S.C. §1734 solely to indicate this fact.

Abbreviations: MAPK, mitogen-activated protein kinase; MAPKK,
MAPK kinase; MAPKKK, MAPK kinase kinase.
†To whom reprint requests should be addressed.

FIG. 1. Schematic view of the MAPK cascade. Activation of
MAPK depends upon the phosphorylation of two conserved sites
[Thr-183 and Tyr-185 in rat p42 MAPK!Erk2 (4, 5)]. Full activation
of MAPKK also requires phosphorylation of two sites [Ser-218 and
Ser-222 in mouse Mek-1!MKK1 (6–10)]. Detailed mechanisms for the
activation of various MAPKKKs (e.g., Raf-1, B-Raf, Mos) are not yet
established; here we assume that MAPKKKs are activated and inac-
tivated by enzymes we denote E1 and E2. MAPKKK* denotes
activated MAPKKK. MAPKK-P and MAPKK-PP denote singly and
doubly phosphorylated MAPKK, respectively. MAPK-P and
MAPK-PP denote singly and doubly phosphorylated MAPK. P!ase
denotes phosphatase.

10078

Proc. Natl. Acad. Sci. USA
Vol. 93, pp. 10078–10083, September 1996
Biochemistry

Ultrasensitivity in the mitogen-activated protein kinase cascade
CHI-YING F. HUANG AND JAMES E. FERRELL, JR.†

Department of Molecular Pharmacology, Stanford University School of Medicine, Stanford, CA 94305-5332

Communicated by Daniel E. Koshland, Jr., University of California, Berkeley, CA, May 16, 1996 (received for review January 22, 1996)

ABSTRACT The mitogen-activated protein kinase
(MAPK) cascade is a highly conserved series of three protein
kinases implicated in diverse biological processes. Here we
demonstrate that the cascade arrangement has unexpected
consequences for the dynamics of MAPK signaling. We solved
the rate equations for the cascade numerically and found that
MAPK is predicted to behave like a highly cooperative en-
zyme, even though it was not assumed that any of the enzymes
in the cascade were regulated cooperatively. Measurements of
MAPK activation in Xenopus oocyte extracts confirmed this
prediction. The stimulus!response curve of the MAPK was
found to be as steep as that of a cooperative enzyme with a Hill
coefficient of 4–5, well in excess of that of the classical
allosteric protein hemoglobin. The shape of the MAPK stim-
ulus!response curve may make the cascade particularly ap-
propriate for mediating processes like mitogenesis, cell fate
induction, and oocyte maturation, where a cell switches from
one discrete state to another.

Although the biological responses associated with mitogen-
activated protein kinase (MAPK) signaling are highly varied,
the basic structure of the MAPK cascade is well conserved
(1–3). The cascade always consists of a MAPK kinase kinase
(MAPKKK), a MAPK kinase (MAPKK), and a MAPK.
MAPKKKs activate MAPKKs by phosphorylation at two
conserved serine residues and MAPKKs activate MAPKs by
phosphorylation at conserved threonine and tyrosine residues
(Fig. 1). The cascade relays signals from the plasma membrane
to targets in the cytoplasm and nucleus.

A number of other membrane-to-nucleus signaling pathways,
such as the Jak!Stat pathways and the cAMP!protein kinase A
pathway, employ just a single protein kinase. Why does the
MAPK cascade invariably use three kinases instead of one? The
possibility that the three kinase arrangement has evolved to allow
signal ramification or amplification is attractive but, as yet, not
well supported by genetic or biochemical evidence.

We have explored the possibility that the cascade arrangement
has important consequences for the dynamics of MAPK signal-
ing. Here we shall focus on the steady-state responses of enzymes
at each level in the cascade to varying input stimuli. The stimulus!
response curve of a typical Michaelis–Menten enzyme is hyper-
bolic, and the enzyme responds in a graded fashion to increasing
stimuli. An 81-fold increase in stimulus is needed to drive the
enzyme from 10% to 90% maximal response (see for example,
the MAPKKK curves in Fig. 2). However, some enzymes exhibit
stimulus!response curves that are steeper or less steep than the
Michaelis–Menten curve. Goldbeter and Koshland have termed
these responses ‘‘ultrasensitivity’’ and ‘‘subsensitivity,’’ respec-
tively (11–13). An ultrasensitive enzyme requires less than an
81-fold increase in stimulus to drive it from 10% to 90% maximal
response (for example, the MAPK and MAPKK curves in Fig. 2);
a subsensitive enzyme requires more than an 81-fold increase.

The term ultrasensitivity emphasizes the fact that the upstroke
of the stimulus!response curve is steeper than that of a hyperbolic
Michaelis–Menten enzyme, as shown in Fig. 2A. However,

ultrasensitive enzymes are also relatively less sensitive to small
stimuli than are Michaelis–Menten enzymes; at low stimulus
levels their stimulus!response curves are less steep than those of
Michaelis–Menten enzymes (Fig. 2A). Thus, highly ultrasensitive
enzymes tend toward all-or-none, switch-like responses.

The most widely appreciated mechanism for generating
ultrasensitive responses is cooperativity. Positively cooperative
enzymes have sigmoidal stimulus!response curves, and require
less than an 81-fold stimulus to drive them from 10% to 90%
maximal response. However, cooperativity is not the only
mechanism through which ultrasensitive responses can be
generated. Ultrasensitivity also arises when enzyme cycles
operate near saturation [‘‘zero-order ultrasensitivity’’ (11)]
and when stimuli impinge upon multiple steps of an enzyme
cascade [‘‘multistep ultrasensitivity’’ (12–14)].

We have investigated whether an ultrasensitive, switch-like
response would be expected of the vertebrate Erk1!Erk2
MAPK cascade, given what is known about the abundances of
the members of the cascade and their affinities for each other.
We solved the rate equations for the cascade numerically, and
found that the dose!response curves for MAPK and MAPKK
are predicted to be sigmoidal, with the MAPK curve predicted
to be as steep as that of a cooperative enzyme with a Hill
coefficient of nearly 5. We then carried out detailed measure-
ments of the stimulus!response curves for one MAPKK
(Mek-1) and one MAPK (p42 MAPK!Erk2) in a highly

The publication costs of this article were defrayed in part by page charge
payment. This article must therefore be hereby marked ‘‘advertisement’’ in
accordance with 18 U.S.C. §1734 solely to indicate this fact.

Abbreviations: MAPK, mitogen-activated protein kinase; MAPKK,
MAPK kinase; MAPKKK, MAPK kinase kinase.
†To whom reprint requests should be addressed.

FIG. 1. Schematic view of the MAPK cascade. Activation of
MAPK depends upon the phosphorylation of two conserved sites
[Thr-183 and Tyr-185 in rat p42 MAPK!Erk2 (4, 5)]. Full activation
of MAPKK also requires phosphorylation of two sites [Ser-218 and
Ser-222 in mouse Mek-1!MKK1 (6–10)]. Detailed mechanisms for the
activation of various MAPKKKs (e.g., Raf-1, B-Raf, Mos) are not yet
established; here we assume that MAPKKKs are activated and inac-
tivated by enzymes we denote E1 and E2. MAPKKK* denotes
activated MAPKKK. MAPKK-P and MAPKK-PP denote singly and
doubly phosphorylated MAPKK, respectively. MAPK-P and
MAPK-PP denote singly and doubly phosphorylated MAPK. P!ase
denotes phosphatase.

10078

d
dt

[K-P] ! k7[K!KK-PP] " a8[K-P][K P#ase]

! d8$K-P ! K P#ase% " a9$K-P%$KK-PP%

! d9$K-P ! KK-PP% ! k10$K-PP ! K P#ase% [24]

d
dt

[K-P!K P#ase] ! a8[K-P][K P#ase]

" &d8 ! k8'$K-P ! K P#ase% [25]

d
dt

[K-P!KK-PP] ! a9[K-P][KK-PP]

" &d9 ! k9'$K-P ! KK-PP% [26]

d
dt

[K-PP] ! "a10[K-PP][K P#ase]

! d10$K-PP ! K P#ase% ! k9$K-P ! KK-PP% [27]

d
dt

[K-PP!K P#ase] ! a10[K-PP][K P#ase]

" &d10 ! k10'$K-PP ! K P#ase% [28]

In addition, there are seven conservation equations (Eqs.
29-35).

[KKKtot] ! [KKK] ( [KKK*] ( [KKK!E1]

! $KKK* ! E2%

! $KKK* ! K% ! $KKK* ! K-P% [29]

[E1tot] ! [E1] ( [KKK!E1] [30]

[E2tot] ! [E2] ( [KKK*!E2] [31]

[KKtot] ! [KK] ( [KK-P] ( [KK-PP] ( [KK!KKK*]

! $KK-P ! KKK*% ! $KK-P ! KK P#ase%

! $KK-PP ! KK P#ase%

! $KK-PP ! K% ! $KK-PP ! K-P% [32]

[KK P#asetot] ! [KK P#ase] ( [KK P#ase!KK-P]

! $KK P#ase ! KK-PP% [33]

[Ktot] ! [K] ( [K-P] ( [K-PP] ( [KK-PP!K]

! KK-PP ! K-P] ! $K-P ! K P#ase% ! $K-PP ! K P#ase% [34]

[K P#asetot] ! [K P#ase] ( [K-P!K P#ase]

! $K-PP ! K P#ase% [35]

These equations were solved numerically using the Runge–
Kutta-based NDSolve algorithm in Mathematica (Wolfram
Research, Champaign, IL). An annotated copy of the Math-
ematica code for the MAPK cascade rate equations can be
obtained from J.E.F.

The equations written above assume that the dual phospho-
rylations of MAPK and MAPKK occur by two-step, distrib-
utive mechanisms. MAPK collides with its activator (MAPKK-
PP), undergoes the first phosphorylation, and is released by its
activator; then the monophosphorylated MAPK-P collides with
MAPKK-PP, undergoes the second phosphorylation, and is
released as active MAPK-PP (and likewise for the double phos-
phorylation of MAPKK by MAPKKK*). We also set up and
solved the equations for cascades where MAPK is activated in a
two-step process but MAPKK is activated by a one-collision,
processive mechanism; where MAPK is activated by a one-
collision mechanism but MAPKK is activated by a two-collision
mechanism; or where both enzymes are activated by one-
collision, processive mechanisms, as described below.

Assumed Concentrations and Km Values. We initially as-
sumed the total concentrations of MAPKKK, MAPKK, and
MAPK to be 3 nM, 1.2 #M, and 1.2 #M, respectively, based
on estimates for the concentrations of Mos (a MAPKKK),
Mek-1 (a MAPKK), and p42 MAPK, in mature Xenopus
oocytes (17–19). We initially assumed that E2tot is 0.3 nM
(10-fold less abundant than its substrate Mos); that MAPKK
P#asetot is 0.3 nM (so that the maximal concentration of
activated MAPKKK is 10-fold higher than that of this opposing
phosphatase); and that MAPK P#asetot is 120 nM (so that the
maximal concentration of activated MAPKK is 10-fold higher
than that of this opposing phosphatase). E1tot was taken to
represent the level of input stimulus to the cascade, and was
varied over a wide range.

For the purposes of calculating steady-state levels of the
enzyme species, it is the Km values [Kmx ! (dx ( kx)!ax] rather
than the individual rate constants that are pertinent. We initially
assumed the Km value for phosphorylation of MAPK by
MAPKK-PP to be 300 nM, based on a value measured for the
phosphorylation of mammalian p42 MAPK!Erk2 by active
MKK-1 (N. Ahn, personal communication), and arbitrarily took
all of the other Km values to be 300 nM as well. We subsequently
varied all of these Km values and concentrations over a 25-fold
range.

In the numerical studies, the input stimulus to the cascade
was taken to be the concentration of E1tot, whereas in the
experimental studies, what was varied was the concentration of
Mostot (the relevant MAPKKK). However, the calculated

FIG. 2. Predicted stimulus!response curves for MAPK cascade
components calculated by numerical solution of the rate equations for
the MAP kinase cascade. (A) Predicted responses (solid lines) on a
linear plot. The input stimulus is expressed in multiples of the EC50,
the concentration of E1tot that produces a 50% maximal response. The
dashed lines are Hill equation curves whose steepness (the ratio of
their EC90 to EC10) is the same as the steepness of the calculated
curves. (B) A semi-logarithmic plot of the predicted responses. Here
the input stimulus (E1tot) is expressed in absolute, rather than relative,
terms.
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Requiring two phosphorylations to 
become active and distributive 
phosphorylation generates an 
ultrasensitive response that becomes 
steeper with each step of the 
cascade.



As shown in Fig. 3 A and B, the activation of p42 MAPK was
found to be a steep sigmoidal function of the amount of
malE-Mos added to the extract, as predicted. The steepness of
the response was evident both from the myelin basic protein
kinase assay data (Fig. 3A) and from the mobility shift data
(Fig. 3B). Mek-1 activation was found to be a less steeply
sigmoidal function of the amount of malE-Mos added to the
extract (Fig. 3C). The experimental data are in excellent
agreement with the predicted nH ! 4.9 (p42 MAPK) and nH
! 1.7 (Mek-1) curves (Fig. 3 A and C). The amount of
malE-Mos needed to half-maximally activate p42 MAPK was
lower than the amount needed to half-maximally activate
Mek-1 (Fig. 3 A and C), again as predicted.

DISCUSSION
Here we have demonstrated that the MAPK cascade converts
graded inputs into switch-like outputs. The stimulus!response
curves of the enzymes in the cascade become progressively
steeper—more highly ultrasensitive—as the cascade is de-
scended. The shapes of the stimulus!response curves of the

enzymes can be accounted for by the known reactions of the
MAPK cascade, if it is assumed that MAPK and MAPKK are
activated by two-collision mechanisms and that the reactions
that activate and inactivate MAPKK are partially saturated.
Clearly it will be of interest to test the validity of these
assumptions, to determine whether the scheme shown in Fig.
1 is incomplete in some important way.

We suspect that ultrasensitivity is important for the biological
function of the MAPK cascade. The cascade should be able to
filter out noise—respond less to small stimuli than a single
Michaelis–Menten enzyme would—and then flip from off to on
over a narrow range of input stimuli. This sort of behavior would
be particularly appropriate for a signaling system that mediates
processes like mitogenesis, cell fate induction, and oocyte matu-
ration, where cells switch rapidly between discrete states without
assuming stable intermediate positions.
Note Added in Proof. We have recently determined that MAPK is
phosphorylated by MAPKK through a two-collision, distributive mech-
anism in vitro, and that the MAP kinase phosphatase activity in an oocyte
extract is partially saturated under physiological conditions (apparent Km
" 300 nM). These findings validate key assumptions that underpinned the
prediction of a highly ultrasensitive response for MAPK.
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malE-Mos brought about no activation or phosphorylation of either
MAPK or MAPKK (data not shown).
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As shown in Fig. 3 A and B, the activation of p42 MAPK was
found to be a steep sigmoidal function of the amount of
malE-Mos added to the extract, as predicted. The steepness of
the response was evident both from the myelin basic protein
kinase assay data (Fig. 3A) and from the mobility shift data
(Fig. 3B). Mek-1 activation was found to be a less steeply
sigmoidal function of the amount of malE-Mos added to the
extract (Fig. 3C). The experimental data are in excellent
agreement with the predicted nH ! 4.9 (p42 MAPK) and nH
! 1.7 (Mek-1) curves (Fig. 3 A and C). The amount of
malE-Mos needed to half-maximally activate p42 MAPK was
lower than the amount needed to half-maximally activate
Mek-1 (Fig. 3 A and C), again as predicted.

DISCUSSION
Here we have demonstrated that the MAPK cascade converts
graded inputs into switch-like outputs. The stimulus!response
curves of the enzymes in the cascade become progressively
steeper—more highly ultrasensitive—as the cascade is de-
scended. The shapes of the stimulus!response curves of the

enzymes can be accounted for by the known reactions of the
MAPK cascade, if it is assumed that MAPK and MAPKK are
activated by two-collision mechanisms and that the reactions
that activate and inactivate MAPKK are partially saturated.
Clearly it will be of interest to test the validity of these
assumptions, to determine whether the scheme shown in Fig.
1 is incomplete in some important way.

We suspect that ultrasensitivity is important for the biological
function of the MAPK cascade. The cascade should be able to
filter out noise—respond less to small stimuli than a single
Michaelis–Menten enzyme would—and then flip from off to on
over a narrow range of input stimuli. This sort of behavior would
be particularly appropriate for a signaling system that mediates
processes like mitogenesis, cell fate induction, and oocyte matu-
ration, where cells switch rapidly between discrete states without
assuming stable intermediate positions.
Note Added in Proof. We have recently determined that MAPK is
phosphorylated by MAPKK through a two-collision, distributive mech-
anism in vitro, and that the MAP kinase phosphatase activity in an oocyte
extract is partially saturated under physiological conditions (apparent Km
" 300 nM). These findings validate key assumptions that underpinned the
prediction of a highly ultrasensitive response for MAPK.
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FIG. 3. Experimental stimulus!response data for MAPK and
MAPKK activation. Xenopus oocyte extracts were treated with various
concentrations of purified, bacterially expressed malE-Mos, and
MAPK and MAPKK activities were assessed after the kinases reached
steady state. The activity data shown in A (p42 MAPK activation, E)
and C (Mek-1 activation, !) are pooled from two independent
experiments. Error bars represent 1 SD; n ! 4 for six of the malE-Mos
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shown in B was taken from a single experiment. The upper band
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phorylated p42 MAPK. The kinase-minus K52R mutant form of
malE-Mos brought about no activation or phosphorylation of either
MAPK or MAPKK (data not shown).
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As shown in Fig. 3 A and B, the activation of p42 MAPK was
found to be a steep sigmoidal function of the amount of
malE-Mos added to the extract, as predicted. The steepness of
the response was evident both from the myelin basic protein
kinase assay data (Fig. 3A) and from the mobility shift data
(Fig. 3B). Mek-1 activation was found to be a less steeply
sigmoidal function of the amount of malE-Mos added to the
extract (Fig. 3C). The experimental data are in excellent
agreement with the predicted nH ! 4.9 (p42 MAPK) and nH
! 1.7 (Mek-1) curves (Fig. 3 A and C). The amount of
malE-Mos needed to half-maximally activate p42 MAPK was
lower than the amount needed to half-maximally activate
Mek-1 (Fig. 3 A and C), again as predicted.

DISCUSSION
Here we have demonstrated that the MAPK cascade converts
graded inputs into switch-like outputs. The stimulus!response
curves of the enzymes in the cascade become progressively
steeper—more highly ultrasensitive—as the cascade is de-
scended. The shapes of the stimulus!response curves of the

enzymes can be accounted for by the known reactions of the
MAPK cascade, if it is assumed that MAPK and MAPKK are
activated by two-collision mechanisms and that the reactions
that activate and inactivate MAPKK are partially saturated.
Clearly it will be of interest to test the validity of these
assumptions, to determine whether the scheme shown in Fig.
1 is incomplete in some important way.

We suspect that ultrasensitivity is important for the biological
function of the MAPK cascade. The cascade should be able to
filter out noise—respond less to small stimuli than a single
Michaelis–Menten enzyme would—and then flip from off to on
over a narrow range of input stimuli. This sort of behavior would
be particularly appropriate for a signaling system that mediates
processes like mitogenesis, cell fate induction, and oocyte matu-
ration, where cells switch rapidly between discrete states without
assuming stable intermediate positions.
Note Added in Proof. We have recently determined that MAPK is
phosphorylated by MAPKK through a two-collision, distributive mech-
anism in vitro, and that the MAP kinase phosphatase activity in an oocyte
extract is partially saturated under physiological conditions (apparent Km
" 300 nM). These findings validate key assumptions that underpinned the
prediction of a highly ultrasensitive response for MAPK.
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FIG. 3. Experimental stimulus!response data for MAPK and
MAPKK activation. Xenopus oocyte extracts were treated with various
concentrations of purified, bacterially expressed malE-Mos, and
MAPK and MAPKK activities were assessed after the kinases reached
steady state. The activity data shown in A (p42 MAPK activation, E)
and C (Mek-1 activation, !) are pooled from two independent
experiments. Error bars represent 1 SD; n ! 4 for six of the malE-Mos
concentrations (0.01, 0.02, 0.05, 0.1, 0.5, and 1 !M) and n ! 2 for the
other six (0.013, 0.017, 0.025, 0.033, 0.2, and 0.25 !M). The MAPK blot
shown in B was taken from a single experiment. The upper band
represents phosphorylated p42 MAPK, and the lower band nonphos-
phorylated p42 MAPK. The kinase-minus K52R mutant form of
malE-Mos brought about no activation or phosphorylation of either
MAPK or MAPKK (data not shown).
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Ultrasensitivity does increase down the MAPK cascade

practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
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malE-Mos is an exogenously expressed 
version of Mos.

Levels of active kinases were 
measured using Western blots. 



bles that of a positively cooperative enzyme
(9). The apparent Hill coefficient (nH, a
measure of the ultrasensitivity) for the
MAPK response is about 5 (8). This is a
large Hill coefficient; the benchmark is the
Hill coefficient for oxygen binding by he-
moglobin, which is about 2.8 (10). The
ultrasensitivity arises in part from the fact
that MAPK requires the phosphorylation of
two sites for activation (11, 12), and it
increases nearly multiplicatively as the cas-
cade is descended (13). An ultrasensitive
system behaves more like a switch than a
Michaelian (nH ! 1) system does—the re-
sponse to small stimuli is minimal, but once
the system begins to respond, it switches
from off to on over a narrower range of
stimulus concentrations than does a
Michaelian system (Fig. 1G). Thus, the
MAPK cascade might contribute to the all-
or-none character of oocyte maturation,
provided ultrasensitivity is exhibited by
MAPK in intact oocytes as well as extracts.

We, therefore, assessed the phospho-
rylation of p42 MAPK in groups of oocytes
treated with different concentrations of pro-
gesterone (14). The overall response ap-
peared to be no more switchlike than that of
a typical Michaelian system (nH " 1, Fig.
1A). However, a problem arises in interpret-
ing the response of a potentially heteroge-
neous population. A graded overall response
could mean that each of the individual oo-
cytes had a graded response (Fig. 1B), but

even if individual oocytes had perfectly
switchlike responses, samples of oocytes
would yield a graded response if the oocytes
varied with respect to the concentration of
progesterone required to switch them on
(Fig. 1C).

These two possibilities can be distin-
guished by examining individual oocytes
treated with intermediate concentrations of
progesterone. If the individual responses are
graded, each oocyte should have an inter-
mediate amount of MAPK phosphorylation
(Fig. 1B); if they are switchlike, the oocytes
should have either very high or very low
levels of MAPK phosphorylation (Fig. 1C).
This argument can be translated into a
mathematical formula (15) for inferring
the steepness (value of nH) of the oocytes’
individual responses from the observed
distribution of responses in a sample of
oocytes (Fig. 1D).

Accordingly, we examined the steady-
state phosphorylation of MAPK in 190 in-
dividual progesterone-treated oocytes and
19 individual untreated oocytes. Every oo-
cyte had either very high (#90% of maxi-
mal) or very low ($10% of maximal)
amounts of MAPK phosphorylation (Fig. 1,
E and F). Thus, the response of the individ-
ual oocytes was essentially all-or-none; a
lower bound for the Hill coefficient was
calculated to be 42 (15, 16) (Fig. 1G).

To determine whether the all-or-none
character of the response was generated by

the MAPK cascade, or was passed down to
the cascade by upstream signaling elements,
we microinjected oocytes with purified
malE-Mos, a direct activator of Mek-1 (17),
and assessed the resulting MAPK phospho-
rylation. The response of the population was
steep (nH # 5, Fig. 2A), and only one Mos-
injected oocyte was found with an interme-
diate amount of MAPK phosphorylation
(out of 89; Fig. 2, C and D). The Hill
coefficient inferred for the oocytes’ individ-
ual responses was about 35, similar to that for
the response to progesterone. Thus, the
MAPK cascade can generate, not simply
propagate, a highly switchlike response to a
continuously variable stimulus.

The responses seen in intact oocytes
(Figs. 1 and 2) were much more switchlike
than those seen in oocyte extracts (8). We
hypothesized that a key difference could be
a positive feedback loop known to operate
in intact oocytes (4, 18–20), and known
not to operate in extracts (8), whereby
MAPK or something downstream from
MAPK promotes the stabilization and ac-
cumulation of Mos, at least in part through
the phosphorylation of Ser3 (Fig. 3A) (19).
A positive feedback loop would markedly
increase the abruptness of the MAPK cas-
cade’s response (Fig. 3B) (21).

If protein synthesis–dependent positive
feedback contributed to the highly switch-
like responses seen in intact oocytes, then
the protein synthesis inhibitor cyclohexi-

Fig. 1. Responses of oo-
cytes to progesterone. (A)
Overall responses. Each
point represents a sample of
11 to 39 oocytes. Error bars
denote two standard errors
of the mean. MAPK-P, phos-
phorylated MAPK. (B and C)
Two possible origins of a
graded response. (D) Calcu-
lated distributions of oocytes
incubated with a half-maxi-
mal stimulus for various as-
sumed values of the Hill
coefficient (nH) for the individ-
ual oocytes’ responses. The
oocyte-to-oocyte variability
was assumed here to corre-
spond to an m ! 1 curve
(15). (E) MAPK immunoblots
for individual oocytes treated
with progesterone. The first
two lanes of each blot repre-
sent oocytes treated with no
progesterone (–) or 8 %M progesterone (&). (F) Cumulative MAPK phos-
phorylation data from N ! 209 individual oocytes. (G) Stimulus-response
curves inferred for p42 MAPK phosphorylation in vivo (nH " 42) and
measured for p42 MAPK activation in vitro [nH " 5, from (8)]. A Michaelian
(nH ! 1) curve is shown for comparison.
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Michaelian system (Fig. 1G). Thus, the
MAPK cascade might contribute to the all-
or-none character of oocyte maturation,
provided ultrasensitivity is exhibited by
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peared to be no more switchlike than that of
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could mean that each of the individual oo-
cytes had a graded response (Fig. 1B), but
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varied with respect to the concentration of
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(Fig. 1B); if they are switchlike, the oocytes
should have either very high or very low
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distribution of responses in a sample of
oocytes (Fig. 1D).
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state phosphorylation of MAPK in 190 in-
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19 individual untreated oocytes. Every oo-
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amounts of MAPK phosphorylation (Fig. 1,
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(Figs. 1 and 2) were much more switchlike
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a positive feedback loop known to operate
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not to operate in extracts (8), whereby
MAPK or something downstream from
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cumulation of Mos, at least in part through
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loops. Mos stimulates p42 MAPK activation, but p42 MAPK activa-
tion also feeds back to stimulate Mos synthesis [11–13]. This is
shown schematically in Fig. 2.

Under conditions where the positive feedback is blocked, micro-
injected Mos can still induce oocyte maturation, but the p42 MAPK
response is no longer all-or-none in character [10]. This demon-
strates that positive feedback is required for the all-or-none
response.

In addition, the response of oocytes to progesterone is normally
irreversible; after a few hours of incubation with progesterone, the
oocyte becomes irrevocably committed to maturation, and will re-
main a mature oocyte with active p42 MAPK and active CDK1 for
many hours after the progesterone is washed away. Positive feed-
back is required for this irreversibility. When the positive feedback
is compromised, the activation of p42 MAPK and CDK1 becomes
reversible [14]. Thus, positive feedback is required for both the
all-or-none character of the process and the irreversibility of it.

2.4. A saddle–node bifurcation in the dynamics of the Mos/MAPK
cascade explains the all-or-none, irreversible response

When p42 MAPK is fully active and fully phosphorylated, its
phosphates are still cycling on and off with a dephosphorylation
half-time of a few minutes [15]. Thus in mature oocytes the p42
MAPK is actively maintained in a phosphorylated steady state
rather than kinetically stuck there. How then does positive feed-
back convert the graded, reversible activation of p42 MAPK into
an all-or-none, irreversible steady-state response? A plausible
explanation can be derived from chemical kinetics and the theory
of non-linear dynamics. We will begin by examining under what
conditions the Mos/MAPK system can be in a steady state, like
the unchanging low p42 MAPK-activity state of the immature oo-
cyte or the high p42 MAPK-activity state of the mature oocyte.

At steady state, the rate of Mos production must equal the rate
of Mos destruction. We assume that Mos degradation is a simple
first-order process:

Degradation rate ¼ kdestMos ð1Þ

There is one undetermined parameter here, kdest; we have taken
it to be equal to 1.

Next we assume Mos synthesis consists of both a basal, proges-
terone (prog) dependent rate and a positive feedback contribution
to the rate. The positive feedback probably depends both directly
on the level of p42 MAPK activity and indirectly on p42 MAPK
through the intermediacy of proteins like CDK1. For simplicity

we will assume the strength of the feedback is a linear function
of the MAPK activity:

Synthesis rate ¼ kbasalprog þ kfeedbackMAPK% ð2Þ

where MAPK* denotes the concentration of active p42 MAPK. Bio-
chemical studies in Xenopus extracts have established that the acti-
vation of p42 MAPK by Mos is highly ultrasensitive; that is, the
response resembles that of a highly cooperative enzyme [16].
Empirically, the response is well approximated by a Hill function
with a Hill coefficient of 5. Assuming that MAPK activation comes
to equilibrium rapidly compared to Mos synthesis and degradation,
we can write:

Synthesis rate ¼ kbasalprog þ ffeedback
Mosn

EC50n þMosn ð3Þ

where ffeedback ¼ kfeedbackMAPKtot , the Hill coefficient n = 5, and the
EC50 is approximately 20 nM [16]. There are two undetermined
parameters in Eq. (3): ffeedback and kbasal. If we are content to measure
prog in relative rather than absolute terms, we can arbitrarily
choose a value for kbasal; here we will assume kbasal ¼ 0:2, which
makes the progesterone concentration come out in nM units. This
leaves one undetermined parameter, ffeedback, which we have taken
here to be 40.

We can now plot the synthesis rate (for various assumed values
of prog) and the degradation rate as functions of the Mos concen-
tration. Where the curves intersect, the system is in steady
state—the synthesis rate balances the degradation rate—and the
Mos concentrations at which the intersections occur are the possi-
ble steady-state levels of Mos for a given concentration of proges-
terone. Fig. 4 shows Mos’s degradation rate as a function of the
Mos concentration in blue and Mos’s synthesis rate as a function
of the Mos concentration (for three concentrations of progester-
one) in red. Because of the Hill function built into Mos’s synthesis
rate, the synthesis rate can wrap around the degradation rate and
the curves can intersect in three places. This means that, at some
(low) progesterone concentrations, the Mos/MAPK system can
have three steady states. The first and third are stable, because a
small deviation in the Mos concentration will shift the balance of
Mos synthesis and degradation in a way that returns the system to-
wards the steady state. The middle steady state represents an
unstable threshold.

We can also derive an analytical expression for the steady-state
concentration of Mos as an implicit function of the concentration
of progesterone:

Fig. 3. The steady-state response of p42 MAPK to progesterone in oocytes. (A) When oocytes are pooled, the response to progesterone appears to be graded, with an apparent
Hill coefficient of about 1. (B) When individual oocytes are examined (a single oocyte is large enough to easily provide enough protein for an immunoblot; right), the response
is all-or-none. The lanes denoted – and + are control samples of immature and mature oocytes, respectively. Adapted from [10].
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mide should make the response of oocytes to
malE-Mos more like that seen in extracts. In
agreement with this prediction, a large pro-
portion of cycloheximide-treated, Mos-in-
jected oocytes had intermediate amounts of
MAPK phosphorylation (Fig. 2, C and D).
These results imply a Hill coefficient of
about 3, similar to that seen in extracts (22).

Thus, the MAPK cascade does exhibit some
ultrasensitivity even when positive feedback
is precluded, but protein synthesis allows a
more highly switchlike response.

The intrinsic ultrasensitivity of the
MAPK cascade and the protein synthesis–
dependent positive feedback loop together
should produce a more satisfactory switch

than either mechanism alone would. This
can be seen through quantitative modeling
(Fig. 3B) or simple graphical arguments (Fig.
3, C and D). If positive feedback operated
and the MAPK cascade exhibited a Michae-
lian response to Mos, then the system would
have a stable on state and an unstable off
state (Fig. 3, B and C). Any nonzero level of
Mos phosphorylation, added malE-Mos, or
MAPK activity would trigger the feedback
loop and drive the system to its on state.
However, if the MAPK cascade exhibited an
ultrasensitive response to Mos, then the sys-
tem would have both a stable off state and a
stable on state separated by a threshold (Fig.
3, B and D) (23). The ultrasensitivity of the
MAPK cascade essentially filters small stim-
uli out of the feedback loop.

In summary, the MAPK cascade is acti-
vated in a highly ultrasensitive—essentially
all-or-none—fashion during Xenopus oo-
cyte maturation. This behavior is proposed
to arise from two known properties of the
oocyte’s MAPK cascade: positive feedback,
which ensures that the occyte cannot rest
in a state with intermediate MAPK phos-
phorylation, and the cascade’s intrinsic ul-
trasensitivity, which establishes a threshold
for activation of the positive feedback loop.
Positive feedback does not appear to be
uncommon, and there are many mecha-
nisms that can give rise to ultrasensitivity
(8, 9, 11, 24). Thus, other biological
switches may be constructed from compo-
nents that are similar or analogous to those
used by the oocyte.
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Fig. 2. Responses of oocytes to
microinjected malE-Mos in the
presence and absence of pro-
tein synthesis. The responses of
pools of 10 to 20 oocytes to mi-
croinjection of malE-Mos in the
absence (A) and presence (B) of
cycloheximide (10 !g/ml). Error
bars denote two standard er-
rors of the mean. (C) MAPK im-
munoblots for individual oo-
cytes microinjected with malE-
Mos. The first two lanes of each
blot represent oocytes injected with water (–) or 200 nM malE-Mos ("). (D) Cumulative data from 202
individual oocytes.

Fig. 3. Ultrasensitivity as a means of providing a
positive feedback system with both a stable off
state and a stable on state. (A) Mos synthesis,
destruction, and stabilization reactions. The
feedback from MAPK to Mos could be direct
(18), as shown here, or indirect (20). (B) Calcu-
latedstimulus-responsecurves forMAPKphos-
phorylation assuming no ultrasensitivity or feed-
back (denoted “neither”), ultrasensitivity but no
feedback, feedback but no ultrasensitivity, or
feedback plus ultrasensitivity (denoted “both”).
Curves were calculated as described (21) with
values of nH, nH#, EC50, and EC50# estimated
from studies in extracts (8) and the present
studies (nH $ 5, nH# $ 3, EC50 $ 27 nM, and
EC50# $ 20 nM), and taking k1k2/k%1k%2 to be 0.5. The curves shown assume the system was initially in
its off state. Graphical depiction of the expected steady-state level of Mos-P with positive feedback and
either (C) a Michaelian response from the MAPK cascade or (D) an ultrasensitive response from the MAPK
cascade. Stable steady states are denoted ss. Unstable steady states are denoted by asterisks. The
arrows show in which direction the system would be driven if perturbed from a steady state.
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mide should make the response of oocytes to
malE-Mos more like that seen in extracts. In
agreement with this prediction, a large pro-
portion of cycloheximide-treated, Mos-in-
jected oocytes had intermediate amounts of
MAPK phosphorylation (Fig. 2, C and D).
These results imply a Hill coefficient of
about 3, similar to that seen in extracts (22).

Thus, the MAPK cascade does exhibit some
ultrasensitivity even when positive feedback
is precluded, but protein synthesis allows a
more highly switchlike response.

The intrinsic ultrasensitivity of the
MAPK cascade and the protein synthesis–
dependent positive feedback loop together
should produce a more satisfactory switch

than either mechanism alone would. This
can be seen through quantitative modeling
(Fig. 3B) or simple graphical arguments (Fig.
3, C and D). If positive feedback operated
and the MAPK cascade exhibited a Michae-
lian response to Mos, then the system would
have a stable on state and an unstable off
state (Fig. 3, B and C). Any nonzero level of
Mos phosphorylation, added malE-Mos, or
MAPK activity would trigger the feedback
loop and drive the system to its on state.
However, if the MAPK cascade exhibited an
ultrasensitive response to Mos, then the sys-
tem would have both a stable off state and a
stable on state separated by a threshold (Fig.
3, B and D) (23). The ultrasensitivity of the
MAPK cascade essentially filters small stim-
uli out of the feedback loop.

In summary, the MAPK cascade is acti-
vated in a highly ultrasensitive—essentially
all-or-none—fashion during Xenopus oo-
cyte maturation. This behavior is proposed
to arise from two known properties of the
oocyte’s MAPK cascade: positive feedback,
which ensures that the occyte cannot rest
in a state with intermediate MAPK phos-
phorylation, and the cascade’s intrinsic ul-
trasensitivity, which establishes a threshold
for activation of the positive feedback loop.
Positive feedback does not appear to be
uncommon, and there are many mecha-
nisms that can give rise to ultrasensitivity
(8, 9, 11, 24). Thus, other biological
switches may be constructed from compo-
nents that are similar or analogous to those
used by the oocyte.
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cross-linking the material makes it possible
to assemble composite structures that differ
by as little as a single monolayer (one
monomer thick). In addition to uses as
models of superabsorbing polymer networks
(8) and in bioadsorption studies (9), these
materials should be ideal for the flexible
hydrophilic spacing layers needed between
supported bilayers and solid substrates for
biologically relevant studies of the physical
properties of membranes (22).
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Tippmann-Krayer, H. Möhwald, Yu. M. L’vov, Lang-
muir 7, 2298 (1991)]. A more detailed analysis ob-
tained by directly fitting the experimental profiles with
theoretical curves also yields the roughness of both
the film and the substrate. For this study, we applied
the latter technique using the methods and experi-
mental set-up described in M. Schaub et al., Macro-
molecules 28, 1221 (1995).

16. D. W. van Krevelen and P. J. Hoftyzer, Properties of
Polymers: Their Estimation and Correlation with
Chemical Structure (Elsevier, Amsterdam, 1976).

17. IR spectroscopy was carried out on a Nicolet Magna
850 Fourier-transform with LB films (80 to 100 layers)
deposited on Si hydrophobized with 1,1,1,3,3,3-
hexamethyldisilazane.

18. S. Iida, M. Schaub, M. Schulze, G. Wegner, Adv.
Mater. 5, 564 (1993); P. L. Egerton, E. Pitts, A. Rei-
ser, Macromolecules 14, 95 (1981).

19. An easy and reliable test of whether a network forms
is to take the cross-linked LB film and immerse it in a
good solvent [M. Seufert, M. Schaub, G. Wenz, G.
Wegner, Angew. Chem. Int. Ed. Engl. 34, 340
(1995)]. When the film is not a network, the film is
soluble and leaves the substrate.

20. G. Decher, Science 277, 1232 (1997)
21. M. L. Bruening et al., Langmuir 13, 770 (1997); Y.

Zhou, M. L. Bruening, Y. Liu, R. M. Crooks, D. E.
Bergbreiter, ibid. 12, 5519 (1996); Y. Zhou, M. L.
Bruening, D. E. Bergbreiter, R. M. Crooks, M. Wells,
J. Am. Chem. Soc. 118, 3773 (1996).

22. H. Sigl et al., Eur. Biophys. J. 25, 249 (1997); E.
Sackmann, Science 271, 43 (1996).

23. Financial support was provided by the Stockhausen
GmbH & Co. KG.

16 December 1997; accepted 12 March 1998

The Biochemical Basis of an All-or-None Cell
Fate Switch in Xenopus Oocytes
James E. Ferrell Jr.* and Eric M. Machleder

Xenopus oocytes convert a continuously variable stimulus, the concentration of the
maturation-inducing hormone progesterone, into an all-or-none biological response—
oocyte maturation. Here evidence is presented that the all-or-none character of the
response is generated by the mitogen-activated protein kinase (MAPK) cascade. Anal-
ysis of individual oocytes showed that the response of MAPK to progesterone or Mos
was equivalent to that of a cooperative enzyme with a Hill coefficient of at least 35, more
than 10 times the Hill coefficient for the binding of oxygen to hemoglobin. The response
can be accounted for by the intrinsic ultrasensitivity of the oocyte’s MAPK cascade and
a positive feedback loop in which the cascade is embedded. These findings provide a
biochemical rationale for the all-or-none character of this cell fate switch.

Fully grown Xenopus laevis oocytes are ar-
rested in a state that resembles the G2 phase
of the cell division cycle with inactive cy-
clin-dependent kinase Cdc2 and an intact
germinal vesicle. Exposure to the hormone
progesterone induces oocytes to undergo
maturation, during which they activate
Cdc2, undergo germinal vesicle breakdown,
complete the first meiotic division, and fi-
nally arrest in metaphase of meiosis 2 (1).
Oocyte maturation is an example of a true
cell fate switch; oocytes can reside in either
the G2 arrest or the metaphase arrest state
for extended periods of time, but can be in
intermediate states only transiently.

Progesterone-induced maturation is
thought to be triggered by activation of a
cascade of protein kinases—Mos, Mek-1,
and p42 or Erk2 MAP kinase (MAPK).
Progesterone causes the accumulation of

Mos, which phosphorylates and activates
Mek-1. Active Mek-1 in turn phospho-
rylates and activates p42 MAPK, which
brings about activation of the Cdc2–cyclin
B complex. Interfering with the accumula-
tion of Mos (2) or the activation of Mek-1
(3) or p42 MAPK (4) inhibits progester-
one-induced activation of Cdc2 and matu-
ration, and microinjection of nondegrad-
able Mos (5), constitutively active Mek-1
(4, 6), or thiophosphorylated p42 MAPK
(7) brings about Cdc2 activation and mat-
uration in the absence of progesterone. At
some point in this chain of events, a con-
tinuously variable stimulus—the progester-
one concentration—is converted into an
all-or-none biological response.

Studies of the steady-state responses of
the MAPK cascade in Xenopus oocyte ex-
tracts indicate that the cascade might con-
tribute to the all-or-none character of oo-
cyte maturation. In extracts, the response of
MAPK to recombinant malE-Mos (a mal-
tose-binding protein Mos fusion protein) is
highly ultrasensitive (8), meaning it resem-
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positive feedback

Positive feedback is also present and is required for 
bistable, or “all-or-none”, behaviour

With cycloheximide, which inhibits 
translation, bistability, but not 
ultrasensitivity, is lost.  

Positive feedback requires the 
synthesis of new proteins.
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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The p42 MAP kinase becomes more active as levels of progesterone increase.
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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Even when levels of progesterone fall to zero, the cell remains 
On – the cell has differentiated.



By modelling Mos only, we are able to describe the 
bistability

4 Positive feedback and bistability

Positive feedback, where an increase in the output of a system causes the output of the system
to increase further, can generate a bistable response. For certain parameter values, a bistable
system has two stable steady-states. If the system starts from one set of initial conditions (the
initial values of all the concentrations) and evolves with time, it will always eventually reach
one particular steady-state set of concentrations; if the same system starts from a di↵erent set
of initial conditions, it will always eventually reach the other steady-state set of concentrations.
Each steady-state has its own basin of attraction defined as all initial concentrations that evolve
to that steady-state, and each set of initial concentrations must lie in one of the two basins of
attraction. Intuitively, if the level of output does not get su�ciently high then the system tends
to one steady-state; if the output gets high enough for the positive feedback to ‘run away’ and
generate yet more output, then the system tends to the other steady-state.

4.1 MAP kinase cascades: a one dimensional example

Understanding how positive feedback generates multiple steady-states is best understood graph-
ically. Consider the MAP kinase cascade in frog oocytes: activation of the last kinase of the
cascade (indirectly through adding the hormone progesterone) causes new synthesis of the MAP
kinase kinase kinase, Mos. There is thus positive feedback on activation of the entire cascade: in-
creased activation of Mos increases activation of MAP kinase, which in turn increases activation
of Mos by causing the synthesis of more Mos molecules.

Following Ferrell et al. [10], we consider three processes that control levels of Mos. First,
there is a basal rate of synthesis that depends on progesterone:

basal synthesis = kb[p] (4.1)

where kb is the basal rate and [p] is the concentration of progesterone. Second, positive feedback
occurs because synthesis of Mos is proportional to the concentration of activated MAP kinase.
If we assume that the concentration of MAP kinase is a Hill function of the concentration of
Mos, then this term is:

positive feedback = f
[Mos]n

Kn + [Mos]n
(4.2)

where f measures the strength of the feedback. Finally, Mos is degraded intracellularly, which
we model as a first order process:

degradation = �[Mos] (4.3)

measuring units of time in units of the lifetime of Mos.
Consequently, the rate of change of the concentration of Mos is

d[Mos]

dt
= kb[p] + f

[Mos]n

Kn + [Mos]n
� [Mos] (4.4)

and typical parameter values are K = 20 nM, n = 5, kb = 0.2, and f = 40 [10].
At steady-state, the rate of synthesis of Mos equals the rate of degradation of Mos. Therefore

to find steady-state values, we can plot the total synthesis rate as a function of the concentration
of Mos and the total degradation rate as a function of Mos with any intersections between these
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We use a graphical construction to find the steady-
state solutions

The system is at steady state when the activation rate of Mos equals its 
inactivation rate.
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There are three steady-state solutions.
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A phase diagram summarises the possible dynamics.
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Figure 5: The phase portrait when [p] = 20 nM (see Fig. 6). If the initial [Mos] is above the value

at the unstable steady-state, then [Mos] tends to the upper stable steady-state. If the initial [Mos] is

below the value at the unstable steady-state, then [Mos] tends to the lower stable steady-state.

A bifurcation is a qualitative change in the dynamics of a system [11]. As we change the
concentration of pheromone from, for example, low to high values, the number of steady-state
concentrations of Mos changes from three to one (Fig. 6). This change in pheromone qualitatively
changes the system’s dynamics, and a bifurcation has occurred. When the system has one steady-
state then this steady-state is stable (for example, when [p] = 60 nM), and the evolution of the
system from any initial condition will ultimately lead to that steady-state. When the system
has three steady-states (for example, when [p] = 20 nM), two steady-states are stable and the
steady-state between these two steady-states is unstable.

d[Mos]

dt
= kb[p] + f

[Mos]
n

Kn + [Mos]n

d[Mos]

dt
= [Mos]

Figure 6: The number of stable steady-states (denoted in red) changes as the concentration of

pheromone, which sets the intercept with the y-axis, changes.

As the concentration of pheromone is increased from zero, one stable and the unstable steady-
state approach each other. At the bifurcation point, they annihilate each other and both disap-
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Ultrasensitivity in the positive feedback is necessary 
for bistability

When n=1 and the cascade of kinases is not ultrasensitive, there is only one 
steady state.

degradation rate
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A bifurcation diagram shows the steady states as a 
function of the bifurcation parameter

pear (at [p] ' 47 nM). The system as a whole therefore is left with only one steady state. This
disappearance of a stable and an unstable steady state is called a saddle-node bifurcation [11].
Such a bifurcation can also create a stable and an unstable node if, for example, pheromone is
now decreased.

4.2 Bifurcation diagrams and hysteresis

A bifurcation diagram shows qualitative changes in the long-term behaviour of the output of
a system as a function of a parameter in the system. For the MAPK system, we can plot the
steady-state values of protein as a function of the progesterone concentration [p] (Fig. 7). For
low [p], there are two stable steady states for Mos (Fig. 6); for high [p] there is one high steady
state (Fig. 6). Usually, stable steady states are marked on bifurcation diagrams with solid lines
and unstable steady states are marked with dashed lines. The signalling system can therefore
act as a switch with the steady-state level of Mos jumping from a low to a high value as the
bifurcation parameter, here [p], changes.

Figure 7: A bifurcation diagram showing the steady-state concentrations of Mos as a function of the

concentration of pheromone. Stable steady states are in either blue or red; unstable steady states are

in black. A saddle-node bifurcation occurs at [p] ' 47 nM. The stable steady states in Fig. 6 are shown

in red.

Bistable systems typically show history-dependent, or hysteretic, behaviour. As [p] is in-
creased from low to high values, the steady-state level of [Mos] jumps from a low to a high
value at a particular threshold value of [p] (when the system goes through a saddle-node bifurca-
tion). Decreasing [p] will, in this example, cause no jump back to the low state of Mos, and the
system has a permanent memory, always remembering the exposure to the high progesterone
concentration.
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The bifurcation parameter is [p] 
and this type of bifurcation is 
called a saddle-node bifurcation.
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The system has hysteresis and the positive feedback is 
so strong that there is permanent memory

pear (at [p] ' 47 nM). The system as a whole therefore is left with only one steady state. This
disappearance of a stable and an unstable steady state is called a saddle-node bifurcation [11].
Such a bifurcation can also create a stable and an unstable node if, for example, pheromone is
now decreased.

4.2 Bifurcation diagrams and hysteresis

A bifurcation diagram shows qualitative changes in the long-term behaviour of the output of
a system as a function of a parameter in the system. For the MAPK system, we can plot the
steady-state values of protein as a function of the progesterone concentration [p] (Fig. 7). For
low [p], there are two stable steady states for Mos (Fig. 6); for high [p] there is one high steady
state (Fig. 6). Usually, stable steady states are marked on bifurcation diagrams with solid lines
and unstable steady states are marked with dashed lines. The signalling system can therefore
act as a switch with the steady-state level of Mos jumping from a low to a high value as the
bifurcation parameter, here [p], changes.

Figure 7: A bifurcation diagram showing the steady-state concentrations of Mos as a function of the

concentration of pheromone. Stable steady states are in either blue or red; unstable steady states are

in black. A saddle-node bifurcation occurs at [p] ' 47 nM. The stable steady states in Fig. 6 are shown

in red.

Bistable systems typically show history-dependent, or hysteretic, behaviour. As [p] is in-
creased from low to high values, the steady-state level of [Mos] jumps from a low to a high
value at a particular threshold value of [p] (when the system goes through a saddle-node bifurca-
tion). Decreasing [p] will, in this example, cause no jump back to the low state of Mos, and the
system has a permanent memory, always remembering the exposure to the high progesterone
concentration.

36

Starting from the Off state as pheromone [p] increases, the system will eventually 
jump permanently to the On state, remaining there even as [p] decreases.
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means that for a given slice of time, there is a single steady-
state value for x, the x coordinate of the bottom of the
valley. As time goes on, the landscape acquires additional
valleys, always separated from each other by ridges. Thus,
the system goes from being monostable — one valley —
to bistable and then multistable (Figure 1). The idea that
alternative cell fates may correspond to alternative stable
steady states predates Waddington [5] and continues
to be an important guiding principle for understanding
differentiation. For a system to be bistable or multistable,
it must include positive or double-negative feedback
loops [16–18].

The relevance of bistability or multistability to biology
received experimental support from studies of b-galactosi-
dase induction in bacteria [19] and of the lysis–lysogeny
decision in bacteriophage l [20]. More recent experimental
work has established bistability as the basis of the all-or-
none, irreversible maturation of Xenopus oocytes [21–23].
Bistability appears to be at the heart of decisive, irreversible
biological phenomena beyond cell differentiation as well,
such as the transitions between phases of the cell division
cycle [24–28].

Creating and Eliminating Valleys through Bifurcations
Waddington’s landscape not only features multistability, but
also specifies how valleys are created at the time of critical
developmental transitions. The process of producing a new
valley is termed a bifurcation, and the type of bifurcation
seen in Waddington’s landscape, where one valley turns
into two valleys plus an intervening ridge, is called a pitchfork
bifurcation (Figure 1). Note that the complete name for Wad-
dington’s bifurcation is a supercritical pitchfork; a pitchfork
can also have a ridge splitting into two ridges plus a valley,
which is termed a subcritical pitchfork. Here we will only
encounter supercritical pitchforks, and so for economy’s
sake the term ‘supercritical’ is omitted.

A pitchfork bifurcation is not the only way of creating or
eliminating valleys from a landscape. A new valley can arise
somewhere far from the existing valleys, and an old valley
can cease to exist by dead-ending rather than merging
with another valley. These processes are termed saddle-
node bifurcations, and although there are no saddle-node
bifurcations on Waddington’s landscape, we will encounter
them soon.
In summary, Waddington’s epigenetic landscape begins

with a monostable system — one valley, corresponding to
one possible stable steady state for the undifferentiated
cell. As time goes on, the landscape goes through a succes-
sion of pitchfork bifurcations, giving rise to new valleys and
new possible cell fates. With this in mind I formulate models
of developmental processes, generate potential surfaces,
and see how the surfaces compare with Waddington’s
picture — something that Waddington’s classic 1957 book
stopped short of doing. I begin with a model of cell-fate
induction.

Cell-Fate Induction
In cell-fate induction, a cell or a group of cells produces an
inductive stimulus that causes another cell to adopt a new
phenotype. A schematic view is shown in Figure 2A. Well-
studied examples include mesoderm induction in the early
Xenopus laevis embryo [29], progesterone-induced matura-
tion in Xenopus oocytes [30], R7 photoreceptor induction in
theDrosophila melanogaster eye [31], and vulval induction in
Caenorhabditis elegans larvae [32].
One key feature of cell-fate induction is that the inductive

stimulus need not be maintained indefinitely; after some
commitment point, the stimulus may be withdrawn and the
cell will continue with its induced developmental program.
Another is that induction results in an all-or-none switch
between qualitatively distinct cell fates. Intermediate fates
are seen only transiently. Both of these features suggest
that positive feedback and multistability are involved in the
process.

Modeling Cell-Fate Induction
To keep things simple and consistent with Waddington’s
use of a single variable for phenotype, I start with a
single-variable model of cell-fate induction where some
differentiation regulator, denoted x, promotes its own
synthesis via a positive feedback loop (Figure 2B). The
model is similar to one proposed for progesterone-induced
Xenopus oocyte maturation [22,23,33], but for present
purposes can be considered a generic model of cell-fate
induction.
I assume that there is some basal rate of x synthesis, de-

noted by a0, plus a feedback-dependent component of x
synthesis. Because nonlinearity is important for the genera-
tion of bistability [34,35], and biological response functions
are often well-approximated by Hill functions, I assume
that the feedback-dependent rate of x synthesis is propor-
tional to a Hill function with a high Hill coefficient (n = 5).
Taken together:

Synthesis rate =a0 +a1
x5

K5 + x5
[Equation 1]

where a1 is the maximum rate of feedback-dependent
synthesis of x and K is the concentration of x where the

Figure 1. Waddington’s epigenetic landscape (adapted from [1]).

Differentiating cells are represented by a ball rolling through a changing
potential surface. At the outset of development, the ball can also repre-
sent a region of cytoplasm in a fertilized egg. New valleys represent
alternative cell fates, and ridges keep cells from switching fates. At
the back of the landscape, the potential surface is monostable — there
is a single valley. When the valley splits the landscape becomes bista-
ble and then multistable. The solid black lines represent stable steady
states, the dashed lines represent unstable steady states, and the red
circles represent pitchfork bifurcations (J).
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Cell-Fate Induction Eliminates Valleys Rather Than
Creating New Valleys
If nothing changes about the equation that describes the
synthesis and destruction of x (Equation 3), then nothing
will change about the landscape; it will continue to have
two valleys and a ridge, in perpetuity.

But suppose the cell becomes exposed to an inductive
stimulus, an input to the regulatory system (Figure 2A). In
terms of Equation 3, the input could be taken as an increase
in the basal rate of x synthesis, a0. As the input increases,
the shape of the landscape changes. If, for the sake of
simplicity, I assume that the input increases relatively
slowly, the resulting two-dimensional potential landscape
can be considered to be a succession of one-dimensional
slices. The result is shown in Figure 2E. The landscape
begins with two valleys, with the left-hand valley being
deeper than the right-hand valley. As the stimulus begins
to increase, the landscape tilts, with the right side
becoming progressively lower with respect to the left. As
a result, the bottom of the left-hand valley begins to shift
to the right and the ridge top that separates the valleys
begins to shift to the left. Eventually the left-hand valley
and the ridge meet and disappear at a saddle-node bifurca-
tion (Figure 2E, labeled SN). Once the left-hand valley is no
longer a valley, a cell that starts out in the left-hand (unin-
duced) valley is forced to roll downhill, to the right, settling
at the bottom of the right-hand valley. Thus, the cell leaves
the uninduced cell fate and adopts the induced cell fate,
because the valley corresponding to the uninduced cell
fate no longer exists.

Why does the inductive stimulus a0 tilt the landscape to
the right (Figure 2E), making the left-hand valley disappear?
Consider again the expression for the potential function F
(Equation 4). The stimulus a0 enters the integral only in the
first term; integrating this term yields 2a0x. This is a flat
line when a0 = 0, and as a0 increases, it acquires an increas-
ingly large negative slope. In this way the stimulus progres-
sively tilts the potential surface, dumping the cell out of the
left-hand potential well.
Although it was natural to assume that the induction stim-

ulus acts by increasing the value of a0, I could have alterna-
tively made the stimulus act through any of the other
parameters of Equation 4 — for example, by decreasing
the value of the degradation constant b in the face of a small
(but non-zero) constant value for a0. Would this alter the
conclusion that cell-fate commitment occurs as a result of
the disappearance of a valley at a saddle-node bifurcation?
The answer is no. No matter how I choose to have the induc-
tive stimulus affect the model, the result is the same. The cell
commits to the induced fate because the valley correspond-
ing to the uninduced fate disappears through a saddle-node
bifurcation.
Finally, I should note that just as valleys can be eliminated

from a landscape through a saddle-node bifurcation, they
can also be created through a reverse of the process de-
picted in Figure 2E. But this reverse process still does not
resemble the type of bifurcation depicted in Waddington’s
landscape. The new valley does not split off from the initial
valley — it is born somewhere else in state space. And
a cell will not be able to move into the newly created valley

Figure 2. Cell-fate induction.

(A) Schematic view of a cell-fate induction
process. (B) A simple mathematical model of
a positive feedback system that could trigger
and maintain differentiation, where some
differentiation regulator, denoted x, promotes
its own synthesis via a positive feedback loop.
(C) Rate–balance analysis. The blue line
depicts the rate of the back reaction as a func-
tion of x. The red curve depicts the rate of the
forward reaction. The intersections of the two
define where the forward and back reaction
rates are balanced and the system is in
a steady state. The filled circles are stable
steady states (SSS) and the open circle is an
unstable steady state (USS). (D) The potential
function. The stable steady states lie at the
bottoms of valleys and the unstable steady
state sits at the top of a ridge. Values were
chosen for the parameters in Equation 3 as
follows. I initially assumed the input a0 = 0. I
assumed K = 1, which is equivalent to
choosing units for the x-axis so that 1 unit of
x produces a half-maximal forward reaction
rate when the input is 0. I assumed a1 = 1,
which is equivalent to choosing units for the
y-axis so that the maximal rate of the forward
reaction when the input is 0 is 1. Finally, I
assumed a1 = 0:55, which makes the curves
interact three times and makes the system bi-
stable. (E) A saddle-node epigenetic land-
scape. The input (a0) increases from 0 to 0.9
as time increases, and the potential is calcu-
lated according to Equation 4. Solid lines
denote stable steady states (valley bottoms), and the dashed line represents the unstable steady state (the top of the ridge between the two
valleys). Cell-fate commitment occurs when the left-hand valley and the ridge meet each other and disappear at a saddle-node bifurcation (SN).
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Differentiation is more likely to occur through saddle-node 
bifurcations, which cause a valley and a ridge to disappear
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y-axis so that the maximal rate of the forward
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