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Multistability, the capacity to achieve multiple internal states in
response to a single set of external inputs, is the defining
characteristic of a switch. Biological switches are essential for
the determination of cell fate in multicellular organisms1, the
regulation of cell-cycle oscillations during mitosis2,3 and the
maintenance of epigenetic traits in microbes4. The multistability
of several natural1–6 and synthetic7–9 systems has been attributed
to positive feedback loops in their regulatory networks10. How-
ever, feedback alone does not guarantee multistability. The phase
diagram of a multistable system, a concise description of internal
states as key parameters are varied, reveals the conditions
required to produce a functional switch11,12. Here we present
the phase diagram of the bistable lactose utilization network of
Escherichia coli13. We use this phase diagram, coupled with a
mathematical model of the network, to quantitatively investigate
processes such as sugar uptake and transcriptional regulation
in vivo. We then show how the hysteretic response of the wild-
type system can be converted to an ultrasensitive graded
response14,15. The phase diagram thus serves as a sensitive
probe of molecular interactions and as a powerful tool for
rational network design.

The bistability of the lactose utilization network has been under
investigation since 1957 (refs 16, 17). The basic components of this
network have beenwell characterized13, making it an ideal candidate

for global analysis. The lac operon comprises three genes required
for the uptake andmetabolism of lactose and related sugars (Fig. 1):
lacZ, lacY and lacA. lacZ codes for b-galactosidase, an enzyme
responsible for the conversion of lactose into allolactose and
subsequent metabolic intermediates. lacY codes for the lactose
permease (LacY), which facilitates the uptake of lactose and similar
molecules, including thio-methylgalactoside (TMG), a non-
metabolizable lactose analogue. lacA codes for an acetyltransferase,
which is involved in sugar metabolism. The operon has two
transcriptional regulators: a repressor (LacI) and an activator (the
cyclic AMP receptor protein, CRP). Inducers, among them allolac-
tose and TMG, bind to and inhibit repression by LacI, whereas
cAMP binds to and triggers activation by CRP. The concentration of
cAMP drops in response to the uptake of various carbon sources,
including glucose and lactose18; glucose uptake also interferes with
LacY activity, leading to exclusion of the inducer18. Together these
effects mediate catabolite repression—the ability of glucose to
inhibit lac expression. Crucially, cAMP levels are not affected by
TMGuptake. Therefore, the extracellular concentrations of TMGand
glucose can be used to independently regulate the activities of LacI
and CRP, the two cis-regulatory inputs of the lac operon19. However,
the response of the operon must be considered within the broader
context of the network. The uptake of TMG induces the synthesis of
LacY, which in turn promotes further TMG uptake; the resulting
positive feedback loop creates the potential for bistability20,21.
To probe the network’s bistable response, we incorporated a

single copy of the green fluorescent protein gene (gfp) under the
control of the lac promoter into the chromosome of E. coliMG1655
(Fig. 1).We placed this reporter in the chromosome rather than on a
multicopy plasmid to minimize the titration of LacI molecules by
extraneous LacI-binding sites. The cells also contained a plasmid
encoding a red fluorescent reporter (HcRed) under the control
of the galactitol (gat) promoter. This promoter includes a CRP-
binding site, as well as a binding site for the galactitol repressor,

Figure 1 The lactose utilization network. Red lines represent regulatory interactions, with
pointed ends for activation and blunt ends for inhibition; black arrows represent protein

creation through transcription and translation, and dotted arrows represent uptake across

the cell membrane. In our experiments we vary two external inputs, the extracellular

concentrations of glucose and TMG, and measure the resulting levels of two fluorescent

reporter proteins: GFP, expressed at the lac promoter, and HcRed, expressed at the gat

promoter. LacY catalyses the uptake of TMG, which induces further expression of LacY,

resulting in a positive feedback loop.
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Bistable behaviour in a genetic network relies on positive feedback 
and exhibits hysteresis

Positive feedback is through the permease LacY, which acts to 
increase its own expression.
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Figure 5: Sugar utilization networks in E. coli and S. cerevisiae. A The lac operon of E. coli. The lac
operon comprises three genes, one of which, lacY, encodes a lactose permease. The permease allows

lactose (black circles) to enter the cell. Intracellular allolactose (gray circles), a metabolite of lactose,

binds the transcription factor LacI, preventing it from repressing the operon [46]. B Bistable responses

observed in uninduced E. coli cells upon exposure to 18 µM of TMG, a nonmetabolizable analog of

lactose. Levels of induction in each cell is monitored by a Green Fluorescent Protein (GFP) reporter

controlled by a chromosomally integrated lac promoter. From Ozbudak et al. (2004). C A hysteresis

curve is an unequivocal proof of bistability. Scatterplots of the GFP reporter and another estimating

catabolite repression are shown. In the top panel, cells are initially fully induced; in the lower panels,

cells are initially uninduced. Bistable behaviour occurs in the gray regime, and there are two separate

thresholds of TMG concentration for the “on”-to-“o↵” and “o↵”-to-“on” threshold transitions. From

Ozbudak et al. (2004). D The galactose utilization network in S. cerevisiae. Galactose enters the

cell via Gal2p and binds the sensor Gal3p, which then inhibits transcriptional repression of the GAL

genes by the repressor Gal80p. This inhibition of repression increases synthesis of both Gal2p and

Gal3p giving positive feedback and of Gal80p giving negative feedback. Gal4p is here a constitutively

expressed activator.
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GatR. However, GatR is absent in E. coli MG1655 (ref. 22). There-
fore, transcription at the gat promoter, measured by red fluores-
cence, is a direct measure of CRP-cAMP levels. In our experiments,
wemeasure the response of single cells, initially in a given state of lac
expression, to exposure to various combinations of glucose and
TMG levels (Fig. 2a). It is crucial to use cells withwell-defined initial
states, either uninduced or fully induced, because the response of a
bistable system is expected to depend on its history.
We find, in the absence of glucose, that the lac operon is

uninduced at low TMG concentrations (,3mM) and fully induced
at high TMG concentrations (.30 mM) regardless of the cell’s
history. Between these switching thresholds, however, system
response is hysteretic (history dependent): TMG levels must exceed
30 mM to turn on initially uninduced cells but must drop below
3mM to turn off initially induced cells (Fig. 2b). As we approach the
boundaries of this bistable region, stochastic mechanisms cause
growing numbers of cells to switch from their initial states, resulting
in a bimodal distribution of green fluorescence levels, with induced
cells having over one hundred times the fluorescence levels of
uninduced cells. This behaviour shows the importance of perform-
ing single-cell experiments, as a population-averaged measurement
would have shown the mean fluorescence level to move smoothly
between its low and high endpoints2, obscuring the fact that
individual cells never display intermediate fluorescence levels.
We find that the red fluorescence level is independent of cell

history and of TMG concentration, showing that the observed
history dependence of lac induction is not due to CRP. Red
fluorescence levels do decrease in response to an increase in glucose
concentration, ultimately dropping fivefold (Fig. 3a). There is a
proportional drop in the green fluorescence levels of induced cells,
reflecting the reduction in the levels of CRP-cAMP. The network
continues to respond hysteretically in the presence of glucose, but
higher levels of TMG are required to induce switching. By measur-
ing system response at several glucose concentrations ranging from
0 to 1mM, we are able tomap out the complete range of glucose and
TMG levels over which the system is bistable (Fig. 2c). This is the
phase diagram of the wild-type lactose utilization network.
The switching boundaries of this phase diagram correspond to

special conditions of network dynamics. By imposing these con-
ditions within amathematical model of the lac system, we are able to
use the phase diagram as a quantitative probe of molecular
processes in living single cells (see Supplementary Information).

The green fluorescence levels at each glucose and TMG concen-
tration can be written as a function of three parameters: a, b and r.
The maximal activity, a, is the lac expression level that would be
obtained if every repressor molecule were inactive. The repression
factor, r, gives the ratio of maximal to basal activities, the latter
being the expression level that would be obtained if every repressor
molecule were active. The transport rate, b, gives the TMG uptake
rate per LacYmolecule.We find thata is directly proportional to the
red fluorescence level (Fig. 3b), demonstrating that the lac and gat
promoters respond identically to CRP-cAMP. By contrast, a is
essentially independent of TMG levels, suggesting that LacI and
CRP bind independently to the lac operator site. We find the
repression factor r to be 170 ^ 30 regardless of the glucose and
TMG levels (Fig. 3c). This confirms a strong prediction of our
model—that r should be a function of the LacI concentration alone.
Assuming an effective LacI concentration in the nanomolar range13,
this value of r implies a dissociation constant between LacI and its
major DNA-binding site of about 10210 to 10211M, which is
consistent with reported values23.

The transport rate b is a product of two terms. The first term, bT,
which represents the TMG uptake rate per active LacY molecule, is
purely a function of extracellular TMG levels (Fig. 3d). By fitting bT

to a hyperbola, we find that the half-saturation concentration for
TMG uptake is 680 ^ 25 mM, which agrees with previous measure-
ments24. The second term, bG, which represents the fraction of LacY
molecules that are active, is purely a function of extracellular glucose
levels, reflecting the inducer-exclusion effect18. This allows us to
separate catabolite repression into its constituent parts (Fig. 3e). We
find that by lowering CRP-cAMP levels glucose reduces operon
expression by 80%, whereas by inactivating LacY molecules it
reduces TMG uptake by 35%. However, the network’s positive
feedback architecture amplifies these effects, resulting in the
observed hundred-fold difference in lac expression levels between
induced and uninduced cells. This type of global informationwould
be extremely difficult to obtain using standard molecular-genetic
techniques and in vitro biochemical assays. Our approach allows us
to study the wild-type network in its entirety rather than isolated
from other cellular systems or broken up into simpler
subcomponents.

The phase diagram of the wild-type network (Fig. 2c) shows that
lac induction always takes place hysteretically, with cells increasing
their expression levels discontinuously as a switching threshold is

 

 

Figure 2 Hysteresis and bistability in single cells. a, Overlayed green fluorescence and
inverted phase-contrast images of cells that are initially uninduced for lac expression, then

grown for 20 h in 18 mM TMG. The cell population shows a bimodal distribution of lac

expression levels, with induced cells having over one hundred times the green

fluorescence of uninduced cells. Scale bar, 2 mm. b, Behaviour of a series of cell
populations, each initially uninduced (lower panel) or fully induced (upper panel) for lac

expression, then grown in media containing various amounts of TMG. Scatter plots show

log(green fluorescence) versus log(red fluorescence) for about 1,000 cells in each

population. Each scatter plot is centred at a position that indicates the underlying TMG

concentration. The scale bar represents variation in red fluorescence by a factor of 10.

White arrows indicate the initial states of the cell populations in each panel. The TMG

concentration must increase above 30 mM to turn on initially uninduced cells (up arrow),

whereas it must decrease below 3mM to turn off initially induced cells (down arrow). The

grey region shows the range of TMG concentrations over which the system is hysteretic.

c, The phase diagram of the wild-type lactose utilization network. When glucose is added

to the medium, the hysteretic region moves to higher levels of TMG. At each glucose level,

the lower (down arrow) and upper (up arrow) switching thresholds show those

concentrations of TMG at which less than 5% of the cells are in their initial states.
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TMG levels (Fig. 2a). It is crucial to use cells withwell-defined initial
states, either uninduced or fully induced, because the response of a
bistable system is expected to depend on its history.
We find, in the absence of glucose, that the lac operon is

uninduced at low TMG concentrations (,3mM) and fully induced
at high TMG concentrations (.30 mM) regardless of the cell’s
history. Between these switching thresholds, however, system
response is hysteretic (history dependent): TMG levels must exceed
30 mM to turn on initially uninduced cells but must drop below
3mM to turn off initially induced cells (Fig. 2b). As we approach the
boundaries of this bistable region, stochastic mechanisms cause
growing numbers of cells to switch from their initial states, resulting
in a bimodal distribution of green fluorescence levels, with induced
cells having over one hundred times the fluorescence levels of
uninduced cells. This behaviour shows the importance of perform-
ing single-cell experiments, as a population-averaged measurement
would have shown the mean fluorescence level to move smoothly
between its low and high endpoints2, obscuring the fact that
individual cells never display intermediate fluorescence levels.
We find that the red fluorescence level is independent of cell

history and of TMG concentration, showing that the observed
history dependence of lac induction is not due to CRP. Red
fluorescence levels do decrease in response to an increase in glucose
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proportional drop in the green fluorescence levels of induced cells,
reflecting the reduction in the levels of CRP-cAMP. The network
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higher levels of TMG are required to induce switching. By measur-
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phase diagram of the wild-type lactose utilization network.
The switching boundaries of this phase diagram correspond to

special conditions of network dynamics. By imposing these con-
ditions within amathematical model of the lac system, we are able to
use the phase diagram as a quantitative probe of molecular
processes in living single cells (see Supplementary Information).
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tration can be written as a function of three parameters: a, b and r.
The maximal activity, a, is the lac expression level that would be
obtained if every repressor molecule were inactive. The repression
factor, r, gives the ratio of maximal to basal activities, the latter
being the expression level that would be obtained if every repressor
molecule were active. The transport rate, b, gives the TMG uptake
rate per LacYmolecule.We find thata is directly proportional to the
red fluorescence level (Fig. 3b), demonstrating that the lac and gat
promoters respond identically to CRP-cAMP. By contrast, a is
essentially independent of TMG levels, suggesting that LacI and
CRP bind independently to the lac operator site. We find the
repression factor r to be 170 ^ 30 regardless of the glucose and
TMG levels (Fig. 3c). This confirms a strong prediction of our
model—that r should be a function of the LacI concentration alone.
Assuming an effective LacI concentration in the nanomolar range13,
this value of r implies a dissociation constant between LacI and its
major DNA-binding site of about 10210 to 10211M, which is
consistent with reported values23.

The transport rate b is a product of two terms. The first term, bT,
which represents the TMG uptake rate per active LacY molecule, is
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feedback architecture amplifies these effects, resulting in the
observed hundred-fold difference in lac expression levels between
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be extremely difficult to obtain using standard molecular-genetic
techniques and in vitro biochemical assays. Our approach allows us
to study the wild-type network in its entirety rather than isolated
from other cellular systems or broken up into simpler
subcomponents.
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Multistability, the capacity to achieve multiple internal states in
response to a single set of external inputs, is the defining
characteristic of a switch. Biological switches are essential for
the determination of cell fate in multicellular organisms1, the
regulation of cell-cycle oscillations during mitosis2,3 and the
maintenance of epigenetic traits in microbes4. The multistability
of several natural1–6 and synthetic7–9 systems has been attributed
to positive feedback loops in their regulatory networks10. How-
ever, feedback alone does not guarantee multistability. The phase
diagram of a multistable system, a concise description of internal
states as key parameters are varied, reveals the conditions
required to produce a functional switch11,12. Here we present
the phase diagram of the bistable lactose utilization network of
Escherichia coli13. We use this phase diagram, coupled with a
mathematical model of the network, to quantitatively investigate
processes such as sugar uptake and transcriptional regulation
in vivo. We then show how the hysteretic response of the wild-
type system can be converted to an ultrasensitive graded
response14,15. The phase diagram thus serves as a sensitive
probe of molecular interactions and as a powerful tool for
rational network design.

The bistability of the lactose utilization network has been under
investigation since 1957 (refs 16, 17). The basic components of this
network have beenwell characterized13, making it an ideal candidate

for global analysis. The lac operon comprises three genes required
for the uptake andmetabolism of lactose and related sugars (Fig. 1):
lacZ, lacY and lacA. lacZ codes for b-galactosidase, an enzyme
responsible for the conversion of lactose into allolactose and
subsequent metabolic intermediates. lacY codes for the lactose
permease (LacY), which facilitates the uptake of lactose and similar
molecules, including thio-methylgalactoside (TMG), a non-
metabolizable lactose analogue. lacA codes for an acetyltransferase,
which is involved in sugar metabolism. The operon has two
transcriptional regulators: a repressor (LacI) and an activator (the
cyclic AMP receptor protein, CRP). Inducers, among them allolac-
tose and TMG, bind to and inhibit repression by LacI, whereas
cAMP binds to and triggers activation by CRP. The concentration of
cAMP drops in response to the uptake of various carbon sources,
including glucose and lactose18; glucose uptake also interferes with
LacY activity, leading to exclusion of the inducer18. Together these
effects mediate catabolite repression—the ability of glucose to
inhibit lac expression. Crucially, cAMP levels are not affected by
TMGuptake. Therefore, the extracellular concentrations of TMGand
glucose can be used to independently regulate the activities of LacI
and CRP, the two cis-regulatory inputs of the lac operon19. However,
the response of the operon must be considered within the broader
context of the network. The uptake of TMG induces the synthesis of
LacY, which in turn promotes further TMG uptake; the resulting
positive feedback loop creates the potential for bistability20,21.
To probe the network’s bistable response, we incorporated a

single copy of the green fluorescent protein gene (gfp) under the
control of the lac promoter into the chromosome of E. coliMG1655
(Fig. 1).We placed this reporter in the chromosome rather than on a
multicopy plasmid to minimize the titration of LacI molecules by
extraneous LacI-binding sites. The cells also contained a plasmid
encoding a red fluorescent reporter (HcRed) under the control
of the galactitol (gat) promoter. This promoter includes a CRP-
binding site, as well as a binding site for the galactitol repressor,

Figure 1 The lactose utilization network. Red lines represent regulatory interactions, with
pointed ends for activation and blunt ends for inhibition; black arrows represent protein

creation through transcription and translation, and dotted arrows represent uptake across

the cell membrane. In our experiments we vary two external inputs, the extracellular

concentrations of glucose and TMG, and measure the resulting levels of two fluorescent

reporter proteins: GFP, expressed at the lac promoter, and HcRed, expressed at the gat

promoter. LacY catalyses the uptake of TMG, which induces further expression of LacY,

resulting in a positive feedback loop.
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Expression from the network exhibits hysteresis

GFP synthesized from a copy 
of a promoter in the network 
is used to measure output.

Hysteresis: two different concentrations of inducer (TMG) cause switching of 
expression

Bimodal: the 
distribution of 
fluorescence 
has two peaks



Bistability may be generated by a transcription factor 
directly activating its own transcription

Next we will consider a system that has the potential for not one but two saddle-node
bifurcations.

4.3 A genetic switch: a two dimensional example of a saddle-node
bifurcation

In systems with many chemical species, bistability and saddle-node bifurcations occur analo-
gously to the one dimensional case. For example, consider a protein that activates its own
expression [11]. Writing M for mRNA and P for protein, this two dimensional system can be
described by

dM
dt = ub + uPn

Kn+Pn � dMM ; dP
dt = M � dP P (4.5)

with a Hill function describing the activation of transcription by P . Here dM is the rate of
degradation of mRNA; dP is the rate of degradation of protein; u is the maximum rate of
transcription induced by P ; and ub is a basal rate of transcription. The system has positive
feedback because high levels of protein cause higher rates of transcription and so levels of protein
that become higher still.

dP

dt
> 0

dP

dt
< 0

dM

dt
< 0

dM

dt
> 0

Figure 8: The intersection of the nullclines show the steady states of the model of the genetic switch.

Stable steady states are shown in red; unstable steady states are shown in green. Here n = 4, ub = 0.01

s
�1

, dM = 0.008 s
�1

, dP = 0.002 s
�1

, K = 2000, and u = 0.06 s
�1

.

In two dimensions, graphical approaches are commonly used to analyse bistable systems. At
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By systematically determining the local dynamics, we 
find two stable steady states and one unstable one

Figure 9: The phase portrait for the genetic switch shows two stable steady states (in red) separated

by an unstable steady state (in green). Protein and mRNA are shown relative to their levels at the

unstable steady state.

As we change the degradation rate of protein, dP , the system undergoes two saddle-node
bifurcations. The number of intersections of the nullclines changes from one to three to one
(Fig 10). As dP is changed, a stable steady state, the node, and an unstable steady state, the
saddle, can either approach and annihilate each other and thus remove bistability or can be
simultaneously created and this generate bistability. When the rescaled dP ' 0.8, a saddle and
a node are created if dP is increasing and annihilate if dP is decreasing. Similarly, when the
rescaled dP ' 1.3, a node and a saddle point annihilate if dP is increasing and are created if
dP is decreasing (Fig. 10). Saddle-node bifurcations can create and destroy bistability in all
dimensions.
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The separatrix, or stable manifold, is the boundary 
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The system can undergo a bifurcation from one to three 
steady states and vice versa
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Figure 10: The system undergoes two saddle-node bifurcations as dP is changed: one at the rescaled

dP ' 0.8 and the other at dP ' 1.3 (not shown). Protein and mRNA are given relative to their levels

at the unstable steady state when dP = 0.002 s
�1

, and dP is measured relative to 0.002 s
�1

.

The system exhibits hysteresis, or history-dependent behaviour. As dP is increased from low
values, the system jumps from a high value of P to a low value at the bifurcation when the
rescaled dP ' 1.3 (Fig 11). As dP is decreased from high values, the system jumps from a low
value of P to a high value at the bifurcation when the rescaled dP ' 0.8 (Fig 11). The value of
the threshold when the jump occurs depends on the history of the change in dP .
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Figure 11: The bifurcation diagram for the genetic switch. The stable steady states are in blue and

the unstable steady states are in grey. The stable-steady states of Fig 10 are shown in various shades of

red. Protein and mRNA are given relative to their levels at the unstable steady state when dP = 0.002

s
�1

, and dP is measured relative to 0.002 s
�1

.

This behaviour is general. A system with positive feedback can exhibit hysteresis (history-
dependent behaviour) because the value of the bifurcation parameter at which the system jumps
is history-dependent: if the system was previously in the high state, then the threshold value is
di↵erent from the threshold value of the jump if the system was previously in the low state. Ob-
serving hysteresis experimentally is usually considered su�cient proof that a system is bistable;
observing bimodality in a response is consistent with bistability but not su�cient to prove bista-
bility.
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red. Protein and mRNA are given relative to their levels at the unstable steady state when dP = 0.002

s
�1

, and dP is measured relative to 0.002 s
�1

.

This behaviour is general. A system with positive feedback can exhibit hysteresis (history-
dependent behaviour) because the value of the bifurcation parameter at which the system jumps
is history-dependent: if the system was previously in the high state, then the threshold value is
di↵erent from the threshold value of the jump if the system was previously in the low state. Ob-
serving hysteresis experimentally is usually considered su�cient proof that a system is bistable;
observing bimodality in a response is consistent with bistability but not su�cient to prove bista-
bility.
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The value of dP at 
which the system flips 
between states (*) 
depends on whether 
dP is increasing or 
decreasing.



Negative feedback and biological oscillators
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Negative feedback can generate oscillations

If an increase in the output causes the system to act to decrease that output, 
then the system has negative feedback.

Negative feedback is process where an effect diminishes itself.



A preliminary remark: Degradation is stabilising

mRNA

protein

Consider constitutive expression

5 Negative feedback and oscillations

A limit cycle is an isolated and closed trajectory in phase space [11]. Remember that phase
space is the space where the concentration of each chemical species in a network is plotted along
each axis. An isolated trajectory means that neighbouring trajectories either spiral in towards
the closed trajectory or spiral away from the closed trajectory. Once on a stable limit cycle, the
system continues to move around the cycle, the concentrations of the chemical species continually
revisit values they have had before, and the system exhibits oscillations.

5.1 Degradation stabilises molecular numbers

Degradation stabilises protein numbers. Consider a protein P whose synthesis is unregulated

dP

dt
= k � dP P. (5.1)

Then at steady state when P = P
⇤ the rate of synthesis, k, exactly equals the rate of degradation

k = dP P
⇤
. (5.2)

If levels of P fluctuate higher than P
⇤, then the rate of synthesis is unchanged but the rate of

degradation increases – dP P > dP P
⇤ – so that degradation dominates synthesis. Degradation

therefore returns the levels of proteins to their steady-state levels. Similarly, if levels of P

fluctuate lower than P
⇤, then the rate of degradation decreases – dP P < dP P

⇤ – allowing
synthesis to dominate and steady state to be regained.

5.2 Negative feedback is stabilising

Negative feedback acts to reduce perturbations to a system. Consider a gene that is negatively
autoregulated by its protein P so that

dP

dt
=

k

1 + (P/K)n
� dP P (5.3)

where we use a Hill function to describe the autoregulation.
This negative regulation generates negative feedback in the system. At steady state, P = P

⇤

and
k

1 + (P ⇤/K)n
= dP P

⇤ (5.4)

so that the rate of synthesis of P equals its rate of degradation. If levels of P fluctuate higher
than P

⇤, then
k

1 + (P/K)n
<

k

1 + (P ⇤/K)n
. (5.5)

The autonegative regulation increases repression of synthesis because there are more proteins to
bind the promoter of P and so decreases levels of P back towards P

⇤. If levels of P fluctuate
lower than P

⇤, then
k

1 + (P/K)n
>

k

1 + (P ⇤/K)n
. (5.6)
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5 Negative feedback and oscillations

A limit cycle is an isolated and closed trajectory in phase space [11]. Remember that phase
space is the space where the concentration of each chemical species in a network is plotted along
each axis. An isolated trajectory means that neighbouring trajectories either spiral in towards
the closed trajectory or spiral away from the closed trajectory. Once on a stable limit cycle, the
system continues to move around the cycle, the concentrations of the chemical species continually
revisit values they have had before, and the system exhibits oscillations.

5.1 Degradation stabilises molecular numbers

Degradation stabilises protein numbers. Consider a protein P whose synthesis is unregulated

dP

dt
= k � dP P. (5.1)

Then at steady state when P = P
⇤ the rate of synthesis, k, exactly equals the rate of degradation

k = dP P
⇤
. (5.2)

If levels of P fluctuate higher than P
⇤, then the rate of synthesis is unchanged but the rate of

degradation increases – dP P > dP P
⇤ – so that degradation dominates synthesis. Degradation

therefore returns the levels of proteins to their steady-state levels. Similarly, if levels of P

fluctuate lower than P
⇤, then the rate of degradation decreases – dP P < dP P

⇤ – allowing
synthesis to dominate and steady state to be regained.

5.2 Negative feedback is stabilising

Negative feedback acts to reduce perturbations to a system. Consider a gene that is negatively
autoregulated by its protein P so that

dP

dt
=

k

1 + (P/K)n
� dP P (5.3)

where we use a Hill function to describe the autoregulation.
This negative regulation generates negative feedback in the system. At steady state, P = P

⇤

and
k

1 + (P ⇤/K)n
= dP P

⇤ (5.4)

so that the rate of synthesis of P equals its rate of degradation. If levels of P fluctuate higher
than P

⇤, then
k

1 + (P/K)n
<

k

1 + (P ⇤/K)n
. (5.5)

The autonegative regulation increases repression of synthesis because there are more proteins to
bind the promoter of P and so decreases levels of P back towards P

⇤. If levels of P fluctuate
lower than P

⇤, then
k

1 + (P/K)n
>

k

1 + (P ⇤/K)n
. (5.6)
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At steady state

For a fluctuation above steady state For a fluctuation below steady state

degradation increases degradation decreases

synthesis rate is constant, but 
degradation rate is not

5 Negative feedback and oscillations

A limit cycle is an isolated and closed trajectory in phase space [14]. Remember that phase
space is the space where we plot the concentration of each chemical species along each axis.
An isolated trajectory means that neighbouring trajectories either spiral towards the closed
trajectory or spiral away from it. Once on a stable limit cycle, the system continues to move
around the cycle: the concentrations of the chemical species continually revisit values they have
had before, and the system oscillates.

5.1 Degradation stabilises molecular numbers

Degradation stabilises protein numbers. Consider a protein P with constitutive expression

dP

dt
= k � dP P. (5.1)

Then at steady state when P = P
⇤ the rate of synthesis, k, exactly equals the rate of degradation

k = dP P
⇤
. (5.2)

If levels of P fluctuate higher than P
⇤, then the rate of synthesis is unchanged but the rate of

degradation increases, dP P > dP P
⇤ = k, so that degradation dominates synthesis. Degradation

therefore returns the levels of proteins to their steady-state levels. Similarly, if levels of P

fluctuate lower than P
⇤, then the rate of degradation decreases, dP P < dP P

⇤ = k, allowing
synthesis to dominate and protein levels to regain steady state.

5.2 Negative feedback is stabilising

Negative feedback acts to reduce perturbations to a system, providing an additional restoring
process to degradation.

Consider a gene that is negatively auto-regulated by its protein P so that

dP

dt
=

k

1 + (P/K)n
� dP P (5.3)

where we use a Hill function to describe the auto-regulation. This negative regulation generates
negative feedback in the system. At steady state, P = P

⇤ and

k

1 + (P ⇤/K)n
= dP P

⇤ (5.4)

so that the rate of synthesis of P equals its rate of degradation.
If levels of P fluctuate higher than P

⇤, then

k

1 + (P/K)n
<

k

1 + (P ⇤/K)n
. (5.5)

The auto-negative regulation increases repression, decreasing the synthesis rate, because there
are more proteins to bind P ’s promoter. Levels of P fall towards P

⇤. If levels of P fluctuate
lower than P

⇤, then
k

1 + (P/K)n
>

k

1 + (P ⇤/K)n
. (5.6)

The repression lessens, increasing the synthesis rate, because there are fewer proteins to bind
the promoter. Levels of P rise towards P

⇤.
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5 Negative feedback and oscillations

A limit cycle is an isolated and closed trajectory in phase space [14]. Remember that phase
space is the space where we plot the concentration of each chemical species along each axis.
An isolated trajectory means that neighbouring trajectories either spiral towards the closed
trajectory or spiral away from it. Once on a stable limit cycle, the system continues to move
around the cycle: the concentrations of the chemical species continually revisit values they have
had before, and the system oscillates.

5.1 Degradation stabilises molecular numbers

Degradation stabilises protein numbers. Consider a protein P with constitutive expression

dP

dt
= k � dP P. (5.1)

Then at steady state when P = P
⇤ the rate of synthesis, k, exactly equals the rate of degradation

k = dP P
⇤
. (5.2)

If levels of P fluctuate higher than P
⇤, then the rate of synthesis is unchanged but the rate of

degradation increases, dP P > dP P
⇤ = k, so that degradation dominates synthesis. Degradation

therefore returns the levels of proteins to their steady-state levels. Similarly, if levels of P

fluctuate lower than P
⇤, then the rate of degradation decreases, dP P < dP P

⇤ = k, allowing
synthesis to dominate and protein levels to regain steady state.

5.2 Negative feedback is stabilising

Negative feedback acts to reduce perturbations to a system, providing an additional restoring
process to degradation.

Consider a gene that is negatively auto-regulated by its protein P so that

dP

dt
=

k

1 + (P/K)n
� dP P (5.3)

where we use a Hill function to describe the auto-regulation. This negative regulation generates
negative feedback in the system. At steady state, P = P

⇤ and

k

1 + (P ⇤/K)n
= dP P

⇤ (5.4)

so that the rate of synthesis of P equals its rate of degradation.
If levels of P fluctuate higher than P

⇤, then

k

1 + (P/K)n
<

k

1 + (P ⇤/K)n
. (5.5)

The auto-negative regulation increases repression, decreasing the synthesis rate, because there
are more proteins to bind P ’s promoter. Levels of P fall towards P

⇤. If levels of P fluctuate
lower than P

⇤, then
k

1 + (P/K)n
>

k

1 + (P ⇤/K)n
. (5.6)

The repression lessens, increasing the synthesis rate, because there are fewer proteins to bind
the promoter. Levels of P rise towards P

⇤.
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Negative feedback is stabilising

5 Negative feedback and oscillations

A limit cycle is an isolated and closed trajectory in phase space [11]. Remember that phase
space is the space where the concentration of each chemical species in a network is plotted along
each axis. An isolated trajectory means that neighbouring trajectories either spiral in towards
the closed trajectory or spiral away from the closed trajectory. Once on a stable limit cycle, the
system continues to move around the cycle, the concentrations of the chemical species continually
revisit values they have had before, and the system exhibits oscillations.

5.1 Degradation stabilises molecular numbers

Degradation stabilises protein numbers. Consider a protein P whose synthesis is unregulated

dP

dt
= k � dP P. (5.1)

Then at steady state when P = P
⇤ the rate of synthesis, k, exactly equals the rate of degradation

k = dP P
⇤
. (5.2)

If levels of P fluctuate higher than P
⇤, then the rate of synthesis is unchanged but the rate of

degradation increases – dP P > dP P
⇤ – so that degradation dominates synthesis. Degradation

therefore returns the levels of proteins to their steady-state levels. Similarly, if levels of P

fluctuate lower than P
⇤, then the rate of degradation decreases – dP P < dP P

⇤ – allowing
synthesis to dominate and steady state to be regained.

5.2 Negative feedback is stabilising

Negative feedback acts to reduce perturbations to a system. Consider a gene that is negatively
autoregulated by its protein P so that

dP

dt
=

k

1 + (P/K)n
� dP P (5.3)

where we use a Hill function to describe the autoregulation.
This negative regulation generates negative feedback in the system. At steady state, P = P

⇤

and
k

1 + (P ⇤/K)n
= dP P

⇤ (5.4)

so that the rate of synthesis of P equals its rate of degradation. If levels of P fluctuate higher
than P

⇤, then
k

1 + (P/K)n
<

k

1 + (P ⇤/K)n
. (5.5)

The autonegative regulation increases repression of synthesis because there are more proteins to
bind the promoter of P and so decreases levels of P back towards P

⇤. If levels of P fluctuate
lower than P

⇤, then
k

1 + (P/K)n
>

k

1 + (P ⇤/K)n
. (5.6)
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The rate equation is

and at steady state

5 Negative feedback and oscillations

A limit cycle is an isolated and closed trajectory in phase space [11]. Remember that phase
space is the space where the concentration of each chemical species in a network is plotted along
each axis. An isolated trajectory means that neighbouring trajectories either spiral in towards
the closed trajectory or spiral away from the closed trajectory. Once on a stable limit cycle, the
system continues to move around the cycle, the concentrations of the chemical species continually
revisit values they have had before, and the system exhibits oscillations.

5.1 Degradation stabilises molecular numbers

Degradation stabilises protein numbers. Consider a protein P whose synthesis is unregulated

dP

dt
= k � dP P. (5.1)

Then at steady state when P = P
⇤ the rate of synthesis, k, exactly equals the rate of degradation

k = dP P
⇤
. (5.2)

If levels of P fluctuate higher than P
⇤, then the rate of synthesis is unchanged but the rate of

degradation increases – dP P > dP P
⇤ – so that degradation dominates synthesis. Degradation

therefore returns the levels of proteins to their steady-state levels. Similarly, if levels of P

fluctuate lower than P
⇤, then the rate of degradation decreases – dP P < dP P

⇤ – allowing
synthesis to dominate and steady state to be regained.

5.2 Negative feedback is stabilising

Negative feedback acts to reduce perturbations to a system. Consider a gene that is negatively
autoregulated by its protein P so that

dP

dt
=

k

1 + (P/K)n
� dP P (5.3)

where we use a Hill function to describe the autoregulation.
This negative regulation generates negative feedback in the system. At steady state, P = P

⇤

and
k

1 + (P ⇤/K)n
= dP P

⇤ (5.4)

so that the rate of synthesis of P equals its rate of degradation. If levels of P fluctuate higher
than P

⇤, then
k

1 + (P/K)n
<

k

1 + (P ⇤/K)n
. (5.5)

The autonegative regulation increases repression of synthesis because there are more proteins to
bind the promoter of P and so decreases levels of P back towards P

⇤. If levels of P fluctuate
lower than P

⇤, then
k

1 + (P/K)n
>

k

1 + (P ⇤/K)n
. (5.6)
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For fluctuations above steady state, synthesis decreases

5 Negative feedback and oscillations

A limit cycle is an isolated and closed trajectory in phase space [11]. Remember that phase
space is the space where the concentration of each chemical species in a network is plotted along
each axis. An isolated trajectory means that neighbouring trajectories either spiral in towards
the closed trajectory or spiral away from the closed trajectory. Once on a stable limit cycle, the
system continues to move around the cycle, the concentrations of the chemical species continually
revisit values they have had before, and the system exhibits oscillations.

5.1 Degradation stabilises molecular numbers

Degradation stabilises protein numbers. Consider a protein P whose synthesis is unregulated

dP

dt
= k � dP P. (5.1)

Then at steady state when P = P
⇤ the rate of synthesis, k, exactly equals the rate of degradation

k = dP P
⇤
. (5.2)

If levels of P fluctuate higher than P
⇤, then the rate of synthesis is unchanged but the rate of

degradation increases – dP P > dP P
⇤ – so that degradation dominates synthesis. Degradation

therefore returns the levels of proteins to their steady-state levels. Similarly, if levels of P

fluctuate lower than P
⇤, then the rate of degradation decreases – dP P < dP P

⇤ – allowing
synthesis to dominate and steady state to be regained.

5.2 Negative feedback is stabilising

Negative feedback acts to reduce perturbations to a system. Consider a gene that is negatively
autoregulated by its protein P so that

dP

dt
=

k

1 + (P/K)n
� dP P (5.3)

where we use a Hill function to describe the autoregulation.
This negative regulation generates negative feedback in the system. At steady state, P = P

⇤

and
k

1 + (P ⇤/K)n
= dP P

⇤ (5.4)

so that the rate of synthesis of P equals its rate of degradation. If levels of P fluctuate higher
than P

⇤, then
k

1 + (P/K)n
<

k

1 + (P ⇤/K)n
. (5.5)

The autonegative regulation increases repression of synthesis because there are more proteins to
bind the promoter of P and so decreases levels of P back towards P

⇤. If levels of P fluctuate
lower than P

⇤, then
k

1 + (P/K)n
>

k

1 + (P ⇤/K)n
. (5.6)
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5 Negative feedback and oscillations

A limit cycle is an isolated and closed trajectory in phase space [11]. Remember that phase
space is the space where the concentration of each chemical species in a network is plotted along
each axis. An isolated trajectory means that neighbouring trajectories either spiral in towards
the closed trajectory or spiral away from the closed trajectory. Once on a stable limit cycle, the
system continues to move around the cycle, the concentrations of the chemical species continually
revisit values they have had before, and the system exhibits oscillations.

5.1 Degradation stabilises molecular numbers

Degradation stabilises protein numbers. Consider a protein P whose synthesis is unregulated

dP

dt
= k � dP P. (5.1)

Then at steady state when P = P
⇤ the rate of synthesis, k, exactly equals the rate of degradation

k = dP P
⇤
. (5.2)

If levels of P fluctuate higher than P
⇤, then the rate of synthesis is unchanged but the rate of

degradation increases – dP P > dP P
⇤ – so that degradation dominates synthesis. Degradation

therefore returns the levels of proteins to their steady-state levels. Similarly, if levels of P

fluctuate lower than P
⇤, then the rate of degradation decreases – dP P < dP P

⇤ – allowing
synthesis to dominate and steady state to be regained.

5.2 Negative feedback is stabilising

Negative feedback acts to reduce perturbations to a system. Consider a gene that is negatively
autoregulated by its protein P so that

dP

dt
=

k

1 + (P/K)n
� dP P (5.3)

where we use a Hill function to describe the autoregulation.
This negative regulation generates negative feedback in the system. At steady state, P = P

⇤

and
k

1 + (P ⇤/K)n
= dP P

⇤ (5.4)

so that the rate of synthesis of P equals its rate of degradation. If levels of P fluctuate higher
than P

⇤, then
k

1 + (P/K)n
<

k

1 + (P ⇤/K)n
. (5.5)

The autonegative regulation increases repression of synthesis because there are more proteins to
bind the promoter of P and so decreases levels of P back towards P

⇤. If levels of P fluctuate
lower than P

⇤, then
k

1 + (P/K)n
>

k

1 + (P ⇤/K)n
. (5.6)
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For fluctuations below steady state, synthesis increases

5 Negative feedback and oscillations

A limit cycle is an isolated and closed trajectory in phase space [11]. Remember that phase
space is the space where the concentration of each chemical species in a network is plotted along
each axis. An isolated trajectory means that neighbouring trajectories either spiral in towards
the closed trajectory or spiral away from the closed trajectory. Once on a stable limit cycle, the
system continues to move around the cycle, the concentrations of the chemical species continually
revisit values they have had before, and the system exhibits oscillations.

5.1 Degradation stabilises molecular numbers

Degradation stabilises protein numbers. Consider a protein P whose synthesis is unregulated

dP

dt
= k � dP P. (5.1)

Then at steady state when P = P
⇤ the rate of synthesis, k, exactly equals the rate of degradation

k = dP P
⇤
. (5.2)

If levels of P fluctuate higher than P
⇤, then the rate of synthesis is unchanged but the rate of

degradation increases – dP P > dP P
⇤ – so that degradation dominates synthesis. Degradation

therefore returns the levels of proteins to their steady-state levels. Similarly, if levels of P

fluctuate lower than P
⇤, then the rate of degradation decreases – dP P < dP P

⇤ – allowing
synthesis to dominate and steady state to be regained.

5.2 Negative feedback is stabilising

Negative feedback acts to reduce perturbations to a system. Consider a gene that is negatively
autoregulated by its protein P so that

dP

dt
=

k

1 + (P/K)n
� dP P (5.3)

where we use a Hill function to describe the autoregulation.
This negative regulation generates negative feedback in the system. At steady state, P = P

⇤

and
k

1 + (P ⇤/K)n
= dP P

⇤ (5.4)

so that the rate of synthesis of P equals its rate of degradation. If levels of P fluctuate higher
than P

⇤, then
k

1 + (P/K)n
<

k

1 + (P ⇤/K)n
. (5.5)

The autonegative regulation increases repression of synthesis because there are more proteins to
bind the promoter of P and so decreases levels of P back towards P

⇤. If levels of P fluctuate
lower than P

⇤, then
k

1 + (P/K)n
>

k

1 + (P ⇤/K)n
. (5.6)
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Negative feedback on 
protein synthesis works 
together with degradation 
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Delayed negative feedback can cause oscillations

The delay in changing synthesis causes a mismatch between the synthesis rate and 
the degradation rate.

synthesis 
determined by 
protein here

*

degradation 
determined by 
protein here

*

degradation 
determined by 
protein here

synthesis 
determined by 
protein here

under 

shoot

over 

shoot

Oscillations are continual overshoots and undershoots because of the mismatch.

The duration of the 
delay is in red.

mean

synthesis 
too low

synthesis 
too high



There are two requirements for a system to oscillate

(i) negative feedback: feedback that acts to reduce 
deviations of the system away from steady state 

(ii) a delay: a sufficiently long time delay before the 
feedback acts.
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system tends 
to steady state

For example: increasing the delay induces oscillations
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system oscillates 
when the delay is 
sufficiently long

For example: increasing the delay induces oscillations, through a Hopf 
bifurcation



time (min)

co
nc

en
tra

tio
n 

of
 re

pr
es

so
r

delay = 10.0 min

For example: increasing the delay in this example increases the 
amplitude of the oscillations



Circadian rhythms as genetic oscillators



Rhythms are circadian if they have four characteristics

They have a period of approximately 24 hours; 

are free running and exist in the absence of cues to the 
earth’s 24-hour rotation; 

are synchronised by environmental signals, usually light; 

are able to run over a range of temperatures.



The suprachiasmatic nucleus comprises numerous clock cells, but a single 
neuron from the nucleus has circadian rhythms in culture.

Reppert, Weaver 2002

Circadian rhythms occur in single cells



Negative transcriptional feedback controls circadian rhythms in 
Drosophila 

from Howard Hughes Medical Institute



Changes in the levels of PER/TIM are fundamental

CLD:cytoplasmic 
localization domain

Dawn

Dusk



The behaviour is more complex because light resets the clock

from Howard Hughes Medical Institute



Changes in the levels of PER/TIM are fundamental

CLD:cytoplasmic 
localization domain

Dawn

Dusk



Pulse of light early in subjective night delays rhythm and extends day time. 
Pulse of light late in subjective night advances rhythm and reduces night time.

subjective day 
and night

Through cryptochrome, the rhythms adjust to the seasons

phase 
response 
curve


