
MSc course: Practical Systems Biology
Peter Swain (peter.swain@ed.ac.uk)

This course will provide an introduction to systems biology by focusing on the 
behaviours expected from interactions between only a few genes, taking 
examples from microbes to mammals.

Cells are dynamic systems, and we will build intuition about the types of 
responses expected from different gene circuits by running, adapting, and 
analysing computer simulations.
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Overview

1. What is systems biology and why do we need it? 

2. An introduction using three examples: 
a. Learning and memory 
b. Single-cell responses to stress 
c. Social behaviour in bacteria 

3. A summary of the course structure

By a system, we simply mean some 
subset of the entire world whose 

behaviour, and whose interaction with 
the rest of the world, we believe can be 

sensibly described. (Kuipers, 1994)

during gene expression can be substantial in both bacteria [3,5] and eukaryotes [6,7], but did not
identify the biochemical processes that principally generate this variation, regardless of whether
the variation is intrinsic or extrinsic.

A general decomposition of variation in biochemical systems

Consider a fluctuating molecular species in a biochemical system and let the random variable Z
be the number of molecules of that species, for example a transcription factor in a gene regulatory
network or the number of active molecules of a protein in a signalling network. Suppose we are
interested in how variation in Z is determined by three stochastic variables, labelled Y1, Y2, and Y3

(Fig. 1). Each Y could be, for example, the number of molecules of another biochemical species,
a property of the intra- or extracellular environment, a characteristic of cell morphology [8], a
reaction rate that depends on the concentration of a cellular component such as ATP, or even
the number of times a particular type of reaction has occurred [?]. We emphasize that the Y
variables are the stochastic variables whose e�ects are of interest: they are not all possible sources
of stochasticity.
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Figure 1. Decomposing fluctuations in the output of a biochemical system using three ex-
planatory variables. In this example, we consider how fluctuations in three variables a�ect fluctuations
in Z, the system’s output. The variables of interest are denoted by Y . Y1 is a biochemical species within
the system being studied; Y2 and Y3 are variables in other stochastic systems that interact with the system
of interest but whose dynamics are principally generated independently of the system. We show Y2 and
Y3 in the same system, but they need not be.

We wish to determine how fluctuations in Y1, Y2, and Y3 a�ect fluctuations in Z, the output
of the network. Intuitively, we can measure the contribution of, say, Y1 to Z by comparing the
size of fluctuations in Z when Y1 is free to fluctuate with the size of these fluctuations when Y1 is
‘fixed’ in some way. Mathematically, we can fix Y1 by conditioning probabilities on the history of
Y1, the value of Y1 at the present time and at all previous times. By using histories, we capture
the influence of the past behaviour of the system on its current behaviour [9, 10]. For example,
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Although systems biology cannot be easily defined, a system can.

These interactions be intra- or extracellular.
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Although living systems obey the laws of
physics and chemistry, the notion of
function or purpose differentiates biol-

ogy from other natural sciences. Organisms
exist to reproduce, whereas, outside religious
belief, rocks and stars have no purpose.
Selection for function has produced the liv-
ing cell, with a unique set of properties that
distinguish it from inanimate systems of
interacting molecules. Cells exist far from
thermal equilibrium by harvesting energy
from their environment. They are composed
of thousands of different types of molecule.
They contain information for their survival
and reproduction, in the form of their DNA.
Their interactions with the environment
depend in a byzantine fashion on this infor-
mation, and the information and the
machinery that interprets it are replicated by
reproducing the cell. How do these proper-
ties emerge from the interactions between
the molecules that make up cells and how are
they shaped by evolutionary competition
with other cells?

Much of twentieth-century biology has
been an attempt to reduce biological
phenomena to the behaviour of molecules.
This approach is particularly clear in genet-
ics, which began as an investigation into the
inheritance of variation, such as differences
in the colour of pea seeds and fly eyes. From
these studies, geneticists inferred the exis-
tence of genes and many of their properties,
such as their linear arrangement along the
length of a chromosome. Further analysis led
to the principles that each gene controls the
synthesis of one protein, that DNA contains
genetic information, and that the genetic
code links the sequence of DNA to the 
structure of proteins. 

Despite the enormous success of this
approach, a discrete biological function can
only rarely be attributed to an individual
molecule, in the sense that the main purpose
of haemoglobin is to transport gas molecules
in the bloodstream. In contrast, most biolog-
ical functions arise from interactions among

many components. For example, in the 
signal transduction system in yeast that 
converts the detection of a pheromone into
the act of mating, there is no single protein
responsible for amplifying the input signal
provided by the pheromone molecule.

To describe biological functions, we need
a vocabulary that contains concepts such as
amplification, adaptation, robustness, insu-
lation, error correction and coincidence
detection. For example, to decipher how the
binding of a few molecules of an attractant to
receptors on the surface of a bacterium can
make the bacterium move towards the
attractant (chemotaxis) will require under-
standing how cells robustly detect and
amplify signals in a noisy environment. 

Having described such concepts, we need to
explain how they arise from interactions
among components in the cell.

We argue here for the recognition of 
functional ‘modules’ as a critical level of bio-
logical organization. Modules are composed
of many types of molecule. They have dis-
crete functions that arise from interactions
among their components (proteins, DNA,
RNA and small molecules), but these func-
tions cannot easily be predicted by studying
the properties of the isolated components.
We believe that general ‘design principles’ —
profoundly shaped by the constraints of evo-
lution — govern the structure and function
of modules. Finally, the notion of function
and functional properties separates biology

impacts
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From molecular 
to modular cell biology
Leland H. Hartwell, John J. Hopfield, Stanislas Leibler and Andrew W. Murray

Cellular functions, such as signal transmission, are carried out by ‘modules’
made up of many species of interacting molecules. Understanding how
modules work has depended on combining phenomenological analysis with
molecular studies. General principles that govern the structure and
behaviour of modules may be discovered with help from synthetic sciences
such as engineering and computer science, from stronger interactions
between experiment and theory in cell biology, and from an appreciation of
evolutionary constraints.

Action potentials are large, brief, highly nonlinear
pulses of cell electrical potential which are central to
communication between nerve cells. Hodgkin and
Huxley’s analysis of action potentials29 exemplifies
understanding through in silico reconstruction. They
studied the dynamical behaviour of the voltage-
dependent conductivity of a nerve cell membrane
for Na+ and K+ ions, and described this behaviour in
a set of empirically based equations. At the time,
there was no information available about the
channel proteins in nerve cell membranes that are
now known to cause these dynamical conductivities.
From (conceptually) simple experiments on these
individual conductivities, Hodgkin and Huxley
produced simulations that quantitatively described
the dynamics of action potentials, showed that the
action potentials would propagate along an axon
with constant velocity, and correctly described how
the velocity should change with axon radius and
other parameters. Just as explanations of
hydrodynamic phenomena do not require knowledge
of the quantum chemistry of water, those who are interested in the behaviour of neural circuits need not
know how the particular channel proteins give rise to the Hodgkin–Huxley equations.

Box 1Phenomenological analysis of action 
potentials in nerve cells
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Modelling action potentials. The upper 
trace shows three membrane action 
potentials, responding to different strengths 
of stimulus, calculated by Hodgkin and 
Huxley, while the lower trace shows a
corresponding series of experimental
recordings. (Adapted from ref. 29.)

Cellular functions, such as signal transmission, are 
carried out by 'modules' made up of many species of 
interacting molecules ...  

General principles that govern the structure and 
behaviour of modules may be discovered with help 
from synthetic sciences such as engineering and 
computer science, from stronger interactions between 
experiment and theory in cell biology, and from an 
appreciation of evolutionary constraints.

Nature, 1999

For many, systems biology started with this 1999 review



Initial definitions of systems biology were mostly operational

To understand complex biological 
systems requires the integration of 
experimental and computational 

research – in other words a systems 
biology approach. (Kitano, 2002)

the objective of systems biology [can be] defined as the understanding of network 
behavior, and in particular their dynamic aspects, which requires the utilization of 

methematical modeling tightly linked to experiment. (Cassman, 2005)

Brehm Center, University of Michigan

Systems biology studies biological systems by 
systematically perturbing them (biologically, 

genetically, or chemically); monitoring the gene, 
protein, and informational pathway responses; 

integrating these data; and ultimately, 
formulating mathematical models that describe 
the structure of the system and its response to 

individual perturbations. (Ideker et al, 2001)

More inspiring definitions emerged later

By discovering how function arises in dynamic 
interactions, systems biology addresses the 

missing links between molecules and physiology. 
(Bruggeman and Westerhoff, 2007)

What distinguishes systems biology from earlier traditions is 
the tendency to define importance less in operational terms 
(e.g., necessary or sufficient to produce a behavior) than in 

terms of relevance to the goals of a system. (Lander, 2007)
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Figure 1: Cellular reactions: nutrient import and metabolism catalysed by the enzymes et and em, degradation of mRNA
and proteins, dilution of all species due to growth, transcription giving rise to mRNA that competitively binds ribosomes for
translation. Binding of the internal nutrient activates the transcription factor ↵ that controls transcription of the enzymes
et and em. Translation: The ribosome-mRNA complex is translated in a reaction, where each elongation step requires the
binding and hydrolysation of one ATP molecule. After nx elongation steps this givis rise to a new protein, freeing up the
ribosome and mRNA.

Why do we need systems biology?

The sequencing of the human genome has 
given us a list of the parts of the cell (the genes 
and proteins).  

We need to understand how these parts 
interact to generate cellular behaviour if we 
wish to improve medicine and biotechnology.

Cellular behaviour can be remarkable...



Cellular behaviour results from changes in proteins

from Graham Johnson 
Medical Media

Proteins can change shape, sometimes spontaneously and sometimes 
because of the binding of another molecule.

cell 
membrane

outside 
cell

inside 
cell

Information about the 
presence of an extracellular 
molecule is passed from 
protein to protein through 
changes in protein state or 
conformation.

 T183  Y185 

ERK1
ERK2

 S218 
 S222 

P
 S298 MKK1

P
 S338  S259 

P
 Y341 

P
 T491 

P
 S494 Raf-1

 S392 

KSR1

 T183  Y185 

ERK1
ERK2

 S218 
 S222 

P
 S298 MKK1

P
 S338  S259 

P
 Y341 

P
 T491 

P
 S494 Raf-1

 S392 

KSR1

 A comprehensive map of Toll-like receptor signaling (TLR0510V1.0)
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Biology is complex

For example, here are three 
proteins in a “cascade”: Raf-1 
activates MKK1 and MKK1 
activates ERK1

These proteins are part of the innate immune response and the figure is taken from a 
map of the innate immune system by Oda and Kitano.
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Zooming out...
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It is because biology is so complex that we need a multidisciplinary approach.
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Although living systems obey the laws of
physics and chemistry, the notion of
function or purpose differentiates biol-

ogy from other natural sciences. Organisms
exist to reproduce, whereas, outside religious
belief, rocks and stars have no purpose.
Selection for function has produced the liv-
ing cell, with a unique set of properties that
distinguish it from inanimate systems of
interacting molecules. Cells exist far from
thermal equilibrium by harvesting energy
from their environment. They are composed
of thousands of different types of molecule.
They contain information for their survival
and reproduction, in the form of their DNA.
Their interactions with the environment
depend in a byzantine fashion on this infor-
mation, and the information and the
machinery that interprets it are replicated by
reproducing the cell. How do these proper-
ties emerge from the interactions between
the molecules that make up cells and how are
they shaped by evolutionary competition
with other cells?

Much of twentieth-century biology has
been an attempt to reduce biological
phenomena to the behaviour of molecules.
This approach is particularly clear in genet-
ics, which began as an investigation into the
inheritance of variation, such as differences
in the colour of pea seeds and fly eyes. From
these studies, geneticists inferred the exis-
tence of genes and many of their properties,
such as their linear arrangement along the
length of a chromosome. Further analysis led
to the principles that each gene controls the
synthesis of one protein, that DNA contains
genetic information, and that the genetic
code links the sequence of DNA to the 
structure of proteins. 

Despite the enormous success of this
approach, a discrete biological function can
only rarely be attributed to an individual
molecule, in the sense that the main purpose
of haemoglobin is to transport gas molecules
in the bloodstream. In contrast, most biolog-
ical functions arise from interactions among

many components. For example, in the 
signal transduction system in yeast that 
converts the detection of a pheromone into
the act of mating, there is no single protein
responsible for amplifying the input signal
provided by the pheromone molecule.

To describe biological functions, we need
a vocabulary that contains concepts such as
amplification, adaptation, robustness, insu-
lation, error correction and coincidence
detection. For example, to decipher how the
binding of a few molecules of an attractant to
receptors on the surface of a bacterium can
make the bacterium move towards the
attractant (chemotaxis) will require under-
standing how cells robustly detect and
amplify signals in a noisy environment. 

Having described such concepts, we need to
explain how they arise from interactions
among components in the cell.

We argue here for the recognition of 
functional ‘modules’ as a critical level of bio-
logical organization. Modules are composed
of many types of molecule. They have dis-
crete functions that arise from interactions
among their components (proteins, DNA,
RNA and small molecules), but these func-
tions cannot easily be predicted by studying
the properties of the isolated components.
We believe that general ‘design principles’ —
profoundly shaped by the constraints of evo-
lution — govern the structure and function
of modules. Finally, the notion of function
and functional properties separates biology

impacts
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From molecular 
to modular cell biology
Leland H. Hartwell, John J. Hopfield, Stanislas Leibler and Andrew W. Murray

Cellular functions, such as signal transmission, are carried out by ‘modules’
made up of many species of interacting molecules. Understanding how
modules work has depended on combining phenomenological analysis with
molecular studies. General principles that govern the structure and
behaviour of modules may be discovered with help from synthetic sciences
such as engineering and computer science, from stronger interactions
between experiment and theory in cell biology, and from an appreciation of
evolutionary constraints.

Action potentials are large, brief, highly nonlinear
pulses of cell electrical potential which are central to
communication between nerve cells. Hodgkin and
Huxley’s analysis of action potentials29 exemplifies
understanding through in silico reconstruction. They
studied the dynamical behaviour of the voltage-
dependent conductivity of a nerve cell membrane
for Na+ and K+ ions, and described this behaviour in
a set of empirically based equations. At the time,
there was no information available about the
channel proteins in nerve cell membranes that are
now known to cause these dynamical conductivities.
From (conceptually) simple experiments on these
individual conductivities, Hodgkin and Huxley
produced simulations that quantitatively described
the dynamics of action potentials, showed that the
action potentials would propagate along an axon
with constant velocity, and correctly described how
the velocity should change with axon radius and
other parameters. Just as explanations of
hydrodynamic phenomena do not require knowledge
of the quantum chemistry of water, those who are interested in the behaviour of neural circuits need not
know how the particular channel proteins give rise to the Hodgkin–Huxley equations.

Box 1Phenomenological analysis of action 
potentials in nerve cells
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Modelling action potentials. The upper 
trace shows three membrane action 
potentials, responding to different strengths 
of stimulus, calculated by Hodgkin and 
Huxley, while the lower trace shows a
corresponding series of experimental
recordings. (Adapted from ref. 29.)

Cellular functions, such as signal transmission, are carried out by 
'modules' made up of many species of interacting molecules ...  

General principles that govern the structure and behaviour of 
modules may be discovered with help from synthetic sciences 
such as engineering and computer science, from stronger 
interactions between experiment and theory in cell biology, and 
from an appreciation of evolutionary constraints.

Nature, 1999

A memory module

The debilitating effects of memory loss are portrayed in the movie Momento (C Nolan, 
2000). Can cells remember?

Early development of a fertilized egg of an African clawed toad:

Differentiated (specialised) cells “remember” to stay differentiated. They do not 
spontaneously undifferentiate.

H Williams and K Smith



Cells remember through positive feedback
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Positive feedback is a “runaway” process, where an effect enhances itself.

After a small perturbation, the moving water 
tips the bucket and causes the water to move 
more and tip the bucket further.
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As opposed to negative feedback where an effect diminishes itself.

Positive feedback can be generated by the synthesis of new proteins 
that cause their own rate of synthesis to increase.

Example: maturation of frog oocytes

Very large single cells 
around 1mm in diameter.

Progesterone induces the cells to mature after which they acquire a jelly coat and 
are laid by the frog. 

positive feedback 
through synthesis of 
protein Mos

practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback
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in inactive complexes with CDK1—and its default fate is to remain
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phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
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undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
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quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
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In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback
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gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
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least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback
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The last protein of the cascade becomes more active as levels of progesterone increase.
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback
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1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback
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arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
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quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
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In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback
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1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
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bles that of a positively cooperative enzyme
(9). The apparent Hill coefficient (nH, a
measure of the ultrasensitivity) for the
MAPK response is about 5 (8). This is a
large Hill coefficient; the benchmark is the
Hill coefficient for oxygen binding by he-
moglobin, which is about 2.8 (10). The
ultrasensitivity arises in part from the fact
that MAPK requires the phosphorylation of
two sites for activation (11, 12), and it
increases nearly multiplicatively as the cas-
cade is descended (13). An ultrasensitive
system behaves more like a switch than a
Michaelian (nH ! 1) system does—the re-
sponse to small stimuli is minimal, but once
the system begins to respond, it switches
from off to on over a narrower range of
stimulus concentrations than does a
Michaelian system (Fig. 1G). Thus, the
MAPK cascade might contribute to the all-
or-none character of oocyte maturation,
provided ultrasensitivity is exhibited by
MAPK in intact oocytes as well as extracts.

We, therefore, assessed the phospho-
rylation of p42 MAPK in groups of oocytes
treated with different concentrations of pro-
gesterone (14). The overall response ap-
peared to be no more switchlike than that of
a typical Michaelian system (nH " 1, Fig.
1A). However, a problem arises in interpret-
ing the response of a potentially heteroge-
neous population. A graded overall response
could mean that each of the individual oo-
cytes had a graded response (Fig. 1B), but

even if individual oocytes had perfectly
switchlike responses, samples of oocytes
would yield a graded response if the oocytes
varied with respect to the concentration of
progesterone required to switch them on
(Fig. 1C).

These two possibilities can be distin-
guished by examining individual oocytes
treated with intermediate concentrations of
progesterone. If the individual responses are
graded, each oocyte should have an inter-
mediate amount of MAPK phosphorylation
(Fig. 1B); if they are switchlike, the oocytes
should have either very high or very low
levels of MAPK phosphorylation (Fig. 1C).
This argument can be translated into a
mathematical formula (15) for inferring
the steepness (value of nH) of the oocytes’
individual responses from the observed
distribution of responses in a sample of
oocytes (Fig. 1D).

Accordingly, we examined the steady-
state phosphorylation of MAPK in 190 in-
dividual progesterone-treated oocytes and
19 individual untreated oocytes. Every oo-
cyte had either very high (#90% of maxi-
mal) or very low ($10% of maximal)
amounts of MAPK phosphorylation (Fig. 1,
E and F). Thus, the response of the individ-
ual oocytes was essentially all-or-none; a
lower bound for the Hill coefficient was
calculated to be 42 (15, 16) (Fig. 1G).

To determine whether the all-or-none
character of the response was generated by

the MAPK cascade, or was passed down to
the cascade by upstream signaling elements,
we microinjected oocytes with purified
malE-Mos, a direct activator of Mek-1 (17),
and assessed the resulting MAPK phospho-
rylation. The response of the population was
steep (nH # 5, Fig. 2A), and only one Mos-
injected oocyte was found with an interme-
diate amount of MAPK phosphorylation
(out of 89; Fig. 2, C and D). The Hill
coefficient inferred for the oocytes’ individ-
ual responses was about 35, similar to that for
the response to progesterone. Thus, the
MAPK cascade can generate, not simply
propagate, a highly switchlike response to a
continuously variable stimulus.

The responses seen in intact oocytes
(Figs. 1 and 2) were much more switchlike
than those seen in oocyte extracts (8). We
hypothesized that a key difference could be
a positive feedback loop known to operate
in intact oocytes (4, 18–20), and known
not to operate in extracts (8), whereby
MAPK or something downstream from
MAPK promotes the stabilization and ac-
cumulation of Mos, at least in part through
the phosphorylation of Ser3 (Fig. 3A) (19).
A positive feedback loop would markedly
increase the abruptness of the MAPK cas-
cade’s response (Fig. 3B) (21).

If protein synthesis–dependent positive
feedback contributed to the highly switch-
like responses seen in intact oocytes, then
the protein synthesis inhibitor cyclohexi-

Fig. 1. Responses of oo-
cytes to progesterone. (A)
Overall responses. Each
point represents a sample of
11 to 39 oocytes. Error bars
denote two standard errors
of the mean. MAPK-P, phos-
phorylated MAPK. (B and C)
Two possible origins of a
graded response. (D) Calcu-
lated distributions of oocytes
incubated with a half-maxi-
mal stimulus for various as-
sumed values of the Hill
coefficient (nH) for the individ-
ual oocytes’ responses. The
oocyte-to-oocyte variability
was assumed here to corre-
spond to an m ! 1 curve
(15). (E) MAPK immunoblots
for individual oocytes treated
with progesterone. The first
two lanes of each blot repre-
sent oocytes treated with no
progesterone (–) or 8 %M progesterone (&). (F) Cumulative MAPK phos-
phorylation data from N ! 209 individual oocytes. (G) Stimulus-response
curves inferred for p42 MAPK phosphorylation in vivo (nH " 42) and
measured for p42 MAPK activation in vitro [nH " 5, from (8)]. A Michaelian
(nH ! 1) curve is shown for comparison.
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Microfluidic devices allow the responses of individual cells to be quantified 
in controlled dynamic environments
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With time-lapse microscopy, 100s of cells can be followed.
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Yeast cells die of old age after 20 or so divisions 

direction 
of flow

Cells must adapt to changing osmotic conditions

Cells maintain turgor as they grow.

Under hypo-osmotic conditions, cells swell and 
must lose water.

Under hyper-osmotic conditions, cells shrink and 
must gain water.

From Ziegler et al., 2010

Yeast change the concentration of glycerol to adapt to osmotic stress

Upon hyper-osmotic stress, cells:

first: 
(i) stop dividing 
(ii) divert glycolytic flux towards glycerol synthesis 
(iii) close glycerol exporters

second: 
(i) increase expression of the enzymes for glycerol 
synthesis

Cells must increase 
internal osmolytes to 

recover turgor
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The signalling network has a Y-shaped structure with two input 
branches leading to activation of a MAP kinase, Hog1
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Using microfluidics, the volume and levels of nuclear Hog1 can be 
measured in single cells
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Summary

Individual cells can show behaviour far from average 
responses.

Signal transduction systems can specialize to particular 
dynamics of the cellular environment.

Microfluidics allows the study of single-cell responses in 
controlled dynamic environments.

Systems biology goes beyond intracellular behaviour: 
communication and cooperation in bacteria



Even bacteria can “talk”

Bacteria can secrete molecules called autoinducers, which are sensed by other 
bacteria.

Bacteria that detect the 
autoinducers can initiate new 

gene expression.ANRV255-CB21-14 ARI 1 September 2005 13:7

Figure 2
Representative bacterial autoinducers. The asterisk above the tryptophan in ComX represents an
isoprenyl modification.

proteins indicate that each possesses an acyl-
binding pocket that precisely fits a particular
side-chain moiety (Gould et al. 2004, Watson
et al. 2002). This structural feature apparently
confers specificity in signal production. Thus,
each LuxI protein produces the correct signal
molecule with high fidelity. There are some
LuxI-type proteins that produce multiple

AHLs, although it is not clear if all are
biologically relevant (Marketon et al. 2002).
The structures of LuxR proteins suggest
that LuxR proteins also possess specific acyl-
binding pockets that allow each LuxR to bind
and be activated only by its cognate signal
(Vannini et al. 2002, Zhang et al. 2002b).
Hence, it appears that in mixed-species
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Acyl-homoserine lactones (AHL) are the autoinducers 
secreted by gram-negative bacteria.
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Figure 1. Canonical quorum-sensing systems. The three general classes of quorum-sensing systems are: Gram-negative LuxI/R-type (left column), Gram-positive
oligopeptide–two-component-type (middle column), and a hybrid type that has features of both Gram-negative- and Gram-positive-type systems (right column). Red
pentagons denote acylated homoserine lactones (AHLs); wavy blue lines denote oligopeptides; orange triangles denote autoinducer-2 (AI-2). Representative autoinducers
and quorum-sensing-controlled behaviors are shown. A single asterisk denotes an isoprenyl modification. Bacterial species are marked with a double asterisk if the
mechanism of AI-2 detection is not known [41]. Abbreviations: HPt, histidine phosphotransfer protein; P, phosphate; RR, response regulator; SHK, sensor histidine kinase.
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The biochemistry of auto induction involves positive feedback.

AHL is synthesized by LuxI and 
detected by LuxR, which activates 
expression of more LuxI.

from Henke & Bassler, 2004 
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competition between individuals living in the same envi-
ronment. Throughout the review, we attempt to apply 
the established terminology in the field of ecology and 
evolution to bacterial cell–cell signalling.

Cost and specificity of cell–cell signalling
It is currently unclear how commonly cell–cell signal-
ling occurs in bacteria. A survey of the distribution of 
N-acyl homoserine lactone (AHL)-based signalling within 
bacteria challenged the widespread view that quorum 
sensing is very common21. Nonetheless, the types of 
potential chemical molecules that bacteria produce 
and respond to in order to adapt to their environment, 
including competitive environments with other micro-
organisms, remain largely underexplored, and the rep-
ertoire of chemical molecules that are associated with 
cell–cell signalling continues to grow. Currently, there 
are three well-defined classes of molecules that serve 
as the paradigms for chemical signalling in bacteria: 
oligopeptides, AHLs and the LuxS/autoinducer-2 (AI-2) 
class. These three systems will be considered from an 
evolutionary perspective, in particular in terms of two 
key components of communication: the cost associated 
with signalling and information specificity.

It is difficult to precisely define the costs of com-
munication in bacteria. The quantity of the signal 
produced and the level required to elicit a response are 
not well defined, particularly in natural environments. 
Furthermore, this varies not only for each of the three 
systems, but within each system as well. The protein 
machinery for the production and export of the signals 
acts catalytically, and can be assumed to be roughly 
equivalent in each system. Therefore, we consider 

that the costs are primarily the metabolic burden that 
is associated with signal production. The three signal-
production biochemical pathways and their associated 
metabolic costs are presented in FIG. 2 and TABLE 1, 
respectively. Costs are also related to the quantity of sig-
nal produced, though the relationship between amount 
and cost will vary for each signalling pathway. Based 
on the concentration of signal required for a response, 
it can generally be stated that the amounts produced 
are inversely proportional to the production costs. An 
additional consideration in signal production is the spe-
cificity of the signal produced. This is in part a measure 
of the information content of the signal, and specificity 
generally correlates with the cost of production.

The first of the cell–cell-signalling mechanisms is 
oligopeptide signalling, which is the predominant signal 
used by Gram-positive bacteria (FIG. 2a). Typically, a pre-
protein is generated, processed into the active signalling 
peptide and exported from the cell4,22. The biochemical 
cost of synthesis is relatively expensive, even for short 
peptides (TABLE 1). The chemical structure of the signal is 
precisely defined by the sequence of amino acids, which 
might be further modified, such as the formation of a 
thiolactone ring in the S. aureus signalling peptides23. 
The oligopeptide signals are highly specific, sometimes 
allowing distinct signalling within different strains 
of the same species. This specificity is exemplified by 
S. aureus strains, which are classified according to their 
oligopeptide signals24,25. Groups are defined as a collec-
tion of strains that produce signalling peptides that can 
cross-activate. Equally significant, the signalling peptides 
within a particular group act as potent inhibitors of sig-
nalling in other groups. In S. aureus, and probably other 
species, it therefore seems that the signalling is highly 
specific and has a role in intraspecific competition, as 
well as in coordinated, cooperative behaviour.

The second established paradigm in cell–cell signal-
ling is through AHLs (FIG. 2b). In Gram-negative bac-
teria, the production of AHLs involves the reaction of 
S-adenosylmethionine (SAM) with an acyl–acyl carrier 
protein (acyl–ACP), which is typically carried out by an 
enzyme of the LuxI family1,26,27. Acyl–ACP molecules 
are intermediates in fatty-acid biosynthesis. Both these 
substrates have an associated metabolic burden for syn-
thesis, and there is an intermediate cost associated with 
production (TABLE 1). The specificity of this system is 
only moderate, in that a typical LuxI protein will make 
one predominant AHL, and one or more minor AHLs. 
For example, the Pseudomonas aeruginosa AHL synthase 
LasI makes both 3-oxodoecanol-homoserine lactone and 
3-oxohexnoyl-homoserine lactone28,29 (FIG. 2b). The AHL 
signal is typically detected by a member of the LuxR 
family of transcriptional regulators. The receivers also 
show some relaxed specificity, as different LuxR proteins 
differ in the AHL molecules that they recognize, as well 
as in the number of variants that they can detect. In 
some cases, the LuxR protein will recognize a wide range 
of AHLs, such as the Agrobacterium tumefaciens and 
Chromobacterium violaceum proteins, which have been 
exploited to generate general sensors for a wide range of 
AHL molecules29,30.

Figure 1 | Generic scheme for quorum sensing. In its 
simplest form, cell–cell signalling results from the 
production of signalling molecules by emitter cells and 
their accumulation in the surrounding environment. At 
some threshold concentration, the signalling molecules 
bind to receptors on or in the bacterial cell, leading to 
changes in gene expression in the responding cell. For 
intraspecies quorum sensing, the emitter and responder 
are usually the same cells, as illustrated here. Often, but not 
always, the genes that are involved in synthesis and 
response activate their own expression — explaining the 
term autoinducer. A signalling molecule is considered to 
act at low concentrations and not to be involved in primary 
metabolism.
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Bacterial communication is called quorum-sensing.

© 2006 Nature Publishing Group 
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competition between individuals living in the same envi-
ronment. Throughout the review, we attempt to apply 
the established terminology in the field of ecology and 
evolution to bacterial cell–cell signalling.

Cost and specificity of cell–cell signalling
It is currently unclear how commonly cell–cell signal-
ling occurs in bacteria. A survey of the distribution of 
N-acyl homoserine lactone (AHL)-based signalling within 
bacteria challenged the widespread view that quorum 
sensing is very common21. Nonetheless, the types of 
potential chemical molecules that bacteria produce 
and respond to in order to adapt to their environment, 
including competitive environments with other micro-
organisms, remain largely underexplored, and the rep-
ertoire of chemical molecules that are associated with 
cell–cell signalling continues to grow. Currently, there 
are three well-defined classes of molecules that serve 
as the paradigms for chemical signalling in bacteria: 
oligopeptides, AHLs and the LuxS/autoinducer-2 (AI-2) 
class. These three systems will be considered from an 
evolutionary perspective, in particular in terms of two 
key components of communication: the cost associated 
with signalling and information specificity.

It is difficult to precisely define the costs of com-
munication in bacteria. The quantity of the signal 
produced and the level required to elicit a response are 
not well defined, particularly in natural environments. 
Furthermore, this varies not only for each of the three 
systems, but within each system as well. The protein 
machinery for the production and export of the signals 
acts catalytically, and can be assumed to be roughly 
equivalent in each system. Therefore, we consider 

that the costs are primarily the metabolic burden that 
is associated with signal production. The three signal-
production biochemical pathways and their associated 
metabolic costs are presented in FIG. 2 and TABLE 1, 
respectively. Costs are also related to the quantity of sig-
nal produced, though the relationship between amount 
and cost will vary for each signalling pathway. Based 
on the concentration of signal required for a response, 
it can generally be stated that the amounts produced 
are inversely proportional to the production costs. An 
additional consideration in signal production is the spe-
cificity of the signal produced. This is in part a measure 
of the information content of the signal, and specificity 
generally correlates with the cost of production.

The first of the cell–cell-signalling mechanisms is 
oligopeptide signalling, which is the predominant signal 
used by Gram-positive bacteria (FIG. 2a). Typically, a pre-
protein is generated, processed into the active signalling 
peptide and exported from the cell4,22. The biochemical 
cost of synthesis is relatively expensive, even for short 
peptides (TABLE 1). The chemical structure of the signal is 
precisely defined by the sequence of amino acids, which 
might be further modified, such as the formation of a 
thiolactone ring in the S. aureus signalling peptides23. 
The oligopeptide signals are highly specific, sometimes 
allowing distinct signalling within different strains 
of the same species. This specificity is exemplified by 
S. aureus strains, which are classified according to their 
oligopeptide signals24,25. Groups are defined as a collec-
tion of strains that produce signalling peptides that can 
cross-activate. Equally significant, the signalling peptides 
within a particular group act as potent inhibitors of sig-
nalling in other groups. In S. aureus, and probably other 
species, it therefore seems that the signalling is highly 
specific and has a role in intraspecific competition, as 
well as in coordinated, cooperative behaviour.

The second established paradigm in cell–cell signal-
ling is through AHLs (FIG. 2b). In Gram-negative bac-
teria, the production of AHLs involves the reaction of 
S-adenosylmethionine (SAM) with an acyl–acyl carrier 
protein (acyl–ACP), which is typically carried out by an 
enzyme of the LuxI family1,26,27. Acyl–ACP molecules 
are intermediates in fatty-acid biosynthesis. Both these 
substrates have an associated metabolic burden for syn-
thesis, and there is an intermediate cost associated with 
production (TABLE 1). The specificity of this system is 
only moderate, in that a typical LuxI protein will make 
one predominant AHL, and one or more minor AHLs. 
For example, the Pseudomonas aeruginosa AHL synthase 
LasI makes both 3-oxodoecanol-homoserine lactone and 
3-oxohexnoyl-homoserine lactone28,29 (FIG. 2b). The AHL 
signal is typically detected by a member of the LuxR 
family of transcriptional regulators. The receivers also 
show some relaxed specificity, as different LuxR proteins 
differ in the AHL molecules that they recognize, as well 
as in the number of variants that they can detect. In 
some cases, the LuxR protein will recognize a wide range 
of AHLs, such as the Agrobacterium tumefaciens and 
Chromobacterium violaceum proteins, which have been 
exploited to generate general sensors for a wide range of 
AHL molecules29,30.

Figure 1 | Generic scheme for quorum sensing. In its 
simplest form, cell–cell signalling results from the 
production of signalling molecules by emitter cells and 
their accumulation in the surrounding environment. At 
some threshold concentration, the signalling molecules 
bind to receptors on or in the bacterial cell, leading to 
changes in gene expression in the responding cell. For 
intraspecies quorum sensing, the emitter and responder 
are usually the same cells, as illustrated here. Often, but not 
always, the genes that are involved in synthesis and 
response activate their own expression — explaining the 
term autoinducer. A signalling molecule is considered to 
act at low concentrations and not to be involved in primary 
metabolism.
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Levels of autoinducer only become high for sufficiently dense populations – 
when the population of cells has reached a threshold size, or quorum. 

An example of positive feedback generating “all-or-none” behaviour.

ANRV255-CB21-14 ARI 1 September 2005 13:7

Figure 1
Quorum sensing in
Vibrio fischeri; a
LuxIR signaling
circuit. Red triangles
indicate the
autoinducer that is
produced by LuxI.
OM, outer
membrane; IM,
inner membrane.

proteins, LuxI and LuxR, control expres-
sion of the luciferase operon (luxICDABE)
required for light production (Figure 1).
LuxI is the autoinducer synthase, which
produces the acyl-homoserine lactone (AHL)
autoinducer 3OC6-homoserine lactone
(Figure 2a and Eberhard et al. 1981,
Engebrecht & Silverman 1984), and LuxR is
the cytoplasmic autoinducer receptor/DNA-
binding transcriptional activator (Engebrecht
et al. 1983). Following production, the AHL
freely diffuses in and out of the cell and
increases in concentration with increasing
cell density (Kaplan & Greenberg 1985).
When the signal reaches a critical, threshold
concentration, it is bound by LuxR and this
complex activates transcription of the operon
encoding luciferase (Stevens et al. 1994).
Importantly, the LuxR-AHL complex also in-
duces expression of luxI because it is encoded
in the luciferase operon. This regulatory
configuration floods the environment with

Quorum sensing: a
process of cell-cell
communication in
bacteria

Autoinducers:
small molecules
secreted by bacteria
that are used to
measure population
density

AHL:
acyl-homoserine
lactone

SAM: S-adenosyl-
methionine

the signal. This creates a positive feedback
loop that causes the entire population to
switch into “quorum-sensing mode” and
produce light.

A large number of other gram-negative
proteobacteria possess LuxIR-type pro-
teins and communicate with AHL signals
(Manefield & Turner 2002). These systems
are used predominantly for intraspecies
communication as extreme specificity exists
between the LuxR proteins and their cog-
nate AHL signals. LuxI-type proteins link
and lactonize the methionine moiety from
S-adenosylmethionine (SAM) to particular
fatty acyl chains carried on acyl-acyl carrier
proteins (More et al. 1996, Parsek et al.
1999). A diverse set of fatty acyl side chains
of varying length, backbone saturation, and
side-chain substitutions are incorporated into
AHL signals; these differences are crucial
for signaling specificity (Figure 2a and
Fuqua 1999). Structural studies of LuxI-type
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A Hawaiian bobtail squid is luminescent because of quorum sensing 
by Vibrio fischeri bacteria.

The bacteria are supplied with nutrients in an internal organ 
of the squid. The squid hunts at night and hides its shadow 
from predators by controlling the level of bioluminescence 
emitted.

The bacteria only reach high 
densities in the squid, not in the 
open ocean, and use quorum 
sensing to appropriately initiate 
bioluminescence. 

from Waters & Bassler, 2005
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Figure 5
The Pseudomonas
aeruginosa
quorum-sensing
circuits operate in
series to control a
large set of target
genes. The LasI
autoinducer is
represented by red
triangles and the
RhlI autoinducer is
shown as blue
triangles. OM,
outer membrane;
IM, inner
membrane.

CF: cystic fibrosis

multiple autoinducers, however, unlike those
in vibrios, the P. aeruginosa regulatory sys-
tems are arranged in series rather than in
parallel. P. aeruginosa, a common soil organ-
ism, is also an opportunistic pathogen most
notorious for its devastating effects on cys-
tic fibrosis (CF) patients (Eberl & Tummler
2004). Quorum sensing is essential for chronic
P. aeruginosa respiratory infection because it
controls adhesion, biofilm formation, and vir-
ulence factor expression, all of which al-
low persistence in the lung and are required
for disease progression (Smith & Iglewski
2003).

The P. aeruginosa quorum-sensing net-
work consists of two LuxIR circuits, termed
LasIR and RhlIR (Figure 5 and Gambello
& Iglewski 1991, Ochsner et al. 1994).
LasI, a LuxI homologue, produces an AHL
autoinducer (3OC12-homoserine lactone;
Figure 2a and Pearson et al. 1994) that
binds to LasR. The LasR-autoinducer com-
plex activates a variety of target genes in-
cluding lasI, which sets up the characteristic

positive feedback loop that further activates
the system (Figure 5 and Seed et al. 1995).
The LasR-autoinducer complex also activates
the expression of rhlR and rhlI encoding an-
other quorum-sensing circuit. RhlI produces
the AHL C4-homoserine lactone (Figure 2a
and Pearson et al. 1995). Following accumu-
lation, RhlR binds the RhlI-directed signal;
this complex activates its own set of target
genes. Importantly, because the LasIR sys-
tem induces both rhlI and rhlR, induction of
the genes under RhlIR control occurs sub-
sequent to induction of genes under LasIR
control.

Microarray analyses of P. aeruginosa
quorum-sensing-controlled gene expression
revealed three classes of genes: genes that re-
spond to only one autoinducer, genes that re-
spond to either autoinducer, and genes that
require both autoinducers simultaneously for
activation (Hentzer et al. 2003; Schuster et al.
2003; Wagner et al. 2003, 2004). Further-
more, transcriptome analyses showed that
these classes of genes are expressed at different

328 Waters · Bassler

A
nn

u.
 R

ev
. C

el
l D

ev
. B

io
l. 

20
05

.2
1:

31
9-

34
6.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lre
vi

ew
s.o

rg
by

 U
ni

ve
rs

ity
 o

f E
di

nb
ur

gh
 o

n 
09

/1
7/

12
. F

or
 p

er
so

na
l u

se
 o

nl
y.

Two quorum sensing circuits control the expression of virulence factors 
in the opportunistic pathogen Pseudomonas aeruginosa.

P aeruginosa is the major pathogen for people with cystic fibrosis.
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Cooperative cells produce public
goods. Cheater cells do not.

All cells, whether they contributed or not,
benefit from the availability of public goods.

Cooperative cell

Cheater cell

Public goods

Figure 1
The tragedy of the commons with public goods. Cheats who do not pay the cost of producing
public goods can still exploit the benefits of public goods produced by other cells.

3. MICROBIAL CASE STUDIES

3.1. Public Goods

Possibly the most common form of social behavior in microbes is the production
of public goods. Public goods are products manufactured by an individual that can
then be utilized by the individual or its neighbors (Figure 1). For example, bacteria
produce numerous factors that are released into the environment beyond the cell
membrane (Table 1). Public goods lead to the problem of cooperation because they
are metabolically costly to the individual to produce but provide a benefit to all the
individuals in the local group or population (West et al. 2006). Consequently, although
the production of public goods can have direct fitness benefits to the individuals
producing them, they can also have indirect fitness benefits to the individuals around
them. The specific problem in this case is what stops the spread of cheats that do not
produce public goods (or produce less) but benefit from those produced by others?

How can the social nature of a microbial behavior such as the production of
some postulated potential good be determined (West et al. 2006)? A useful feature
of working with microbes is that mutants who do not perform the behavior (termed
cheats) often already exist, or can be constructed, or will evolve relatively quickly if
they are selectively favored (Dugatkin et al. 2005, Foster et al. 2004, Griffin et al.
2004, Harrison & Buckling 2005, Rainey & Rainey 2003, Velicer et al. 2000). Once
these are acquired, a first step is to examine the relative fitness of the wild type that
performs the putative social behavior and the mutant that does not, when grown
alone (monoculture) or in a mixture. This examines the social costs and benefits of
the behavior. Such experiments require that the wild type and mutant can be distin-
guished when grown in a mixture. This can be done in a number of ways, including
phenotypic features associated with the behavior (Griffin et al. 2004) or by insertion
of a phenotypic or molecular marker (Foster et al. 2004, Mehdiabadi et al. 2006).
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Secreted products can lead to the “tragedy of the commons”, 
where cheats dominate and the fitness of the population falls.

from West et al., 2007

in particular, allowing rapid invasion from rare into
relatively unstructured foci of infection.

(a) A cheat that does not produce
exoproducts ( public goods)
Possibly, the most common form of social behaviour in
microbes is the production of exoproducts. Exopro-
ducts are manufactured by an individual, but can
then be used by the individual and its neighbours.
For example, bacteria produce numerous factors that
are released into the environment beyond the cell
membrane, such as siderophores to scavenge iron,
proteases to digest proteins and b-lactamases to inacti-
vate antibiotics (see table 1 of West et al. 2007a).
Exoproducts lead to the problem of cooperation
because they are metabolically costly to the individual
to produce but provide a benefit to all the individuals

in the local group or population, as well as the individ-
ual that produced them, and hence can be thought of
as public goods (West et al. 2006). Such exoproducts
are often termed ‘virulence factors’, because their
production is linked with damage to the host, either
through some direct effect, or through facilitating
parasite growth.

We begin with a simple ecological model of within-
host competition between a cooperative, resident
wild-type lineage that produces a certain exoproduct,
and an invading cheat lineage that does not produce
the exoproduct, but can profit equally from its pres-
ence within the host. Such cheats can be genetically
engineered, artificially selected for and are found in
natural populations. For illustration, we assume no
within-host population structuring—this assumption
is relaxed below. The within-host cell densities of the
wild-type and cheat are W and C, respectively, and
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Figure 2. Manipulation of natural population dynamics of social behaviour to reduce virulence of bacterial infection. The top
row of mice represents the initial population of hosts which are infected with either wild-type (W in green) or cheat (C in red)
strains of bacteria. The arrows represent transmission to new hosts, represented by the lower row of mice. (a) Illustrates the fact
that wild-type strains are more productive and better at transmission and colonization of new hosts. This promotes the main-
tenance of cooperative behaviour in the global population: even though cheats can outcompete wild-type strains within hosts,
groups containing only wild-type will be more productive and more likely to spread to new hosts (this requires that wild-
type and cheats tend to be in different hosts—high relatedness). (b) Illustrates how inoculation of hosts containing wild-type
infections with cheater strains can counteract the natural population dynamics of cooperators and cheats.
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For P aeruginosa, cooperators persist because populations of 
cooperators are more infectious than populations of cheaters.

Wild-type cells secrete exoproducts; cheater cells do not.

from Brown et al., 2009

transmission 
to new hosts

in particular, allowing rapid invasion from rare into
relatively unstructured foci of infection.
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in the local group or population, as well as the individ-
ual that produced them, and hence can be thought of
as public goods (West et al. 2006). Such exoproducts
are often termed ‘virulence factors’, because their
production is linked with damage to the host, either
through some direct effect, or through facilitating
parasite growth.

We begin with a simple ecological model of within-
host competition between a cooperative, resident
wild-type lineage that produces a certain exoproduct,
and an invading cheat lineage that does not produce
the exoproduct, but can profit equally from its pres-
ence within the host. Such cheats can be genetically
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that wild-type strains are more productive and better at transmission and colonization of new hosts. This promotes the main-
tenance of cooperative behaviour in the global population: even though cheats can outcompete wild-type strains within hosts,
groups containing only wild-type will be more productive and more likely to spread to new hosts (this requires that wild-
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Quorum sensing and cooperative behaviour of pathogens 
suggest new therapies.

For example, creating cheater cells and inoculating mice with cheaters, which 
should out-compete wild-type cells:

The resulting bacteria populations are less virulent and more vulnerable to the 
immune system.

Mice inoculated with 
cheater cells.



Summary

Microbes can communicate through secreting and sensing 
extracellular products.

Such communication is important in biofilms and for 
determining when pathogenic bacteria become virulent. 

Autoinducers are used by bacteria to estimate cell 
densities.
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R E V I EW S

MICROCOLONY

A microscopic aggregation of
cells in a biofilm.

GINGIVITIS

Infection of the gingival crevice
(periodontal pocket) of the oral
cavity with a variety of
microorganisms, causing
inflammation of the periodontal
tissue and bone loss. Caused by
members of the genus
Capnocytophaga, Porphyromonas,
Rothia and others.

PLANKTONIC

Organisms that are free-floating
in a fluid environment.

Although numbers are difficult to evaluate critically, it is
taken for granted within the biofilm research commu-
nity that many undiagnosed chronic diseases in humans
might be of biofilm origin.

Problems associated with human biofilm infections
result from two distinct characteristics of all biofilms.
First, biofilms are highly resistant to immune killing and
clearance, and to treatment with antimicrobial agents12,13.
Second, protected biofilms might be capable of shedding
individual bacteria and sloughed pieces of biofilm into
surrounding tissues and the circulatory system. Such
shed cells might be responsible for acute illness, which
might recur despite vigorous antimicrobial treatments.

Biofilm resistance to antimicrobial agents
Owing to the compact nature of biofilm structures, the
presumed reduced rates of cellular growth and respira-
tion of biofilm bacteria and the protection conferred by
biofilm matrix polymers, natural and artificial chemical
agents are unable to adequately attack and destroy
infectious biofilm populations10,11. Increased antibiotic
resistance is a general trait associated with biofilm
bacteria. When attached, bacteria show a profound
resistance, rendering biofilm cells 10–1,000-fold less sus-
ceptible to various antimicrobial agents than the same
bacterium grown in PLANKTONIC (free-floating) culture. For
instance, chlorine (as sodium hypochlorite) — an oxidiz-
ing biocide that is considered to be one of the most
effective antibacterial agents — requires a 600-fold
increase in concentration to kill biofilm cells of
Staphylococcus aureus compared with planktonic cells
of the same species14. Several factors have been sug-
gested to account for the extraordinary resistance of
biofilm bacteria to antibiotics: the reduced metabolic
and growth rates shown by biofilm bacteria, particularly

cerebrospinal-fluid shunts, 15–20% were found to be
infected by a biofilm11. In addition, respirators, sigmoi-
doscopes, contact lenses, artificial implants (for example,
heart valves, pacemakers, ventricular assist devices, syn-
thetic vascular grafts and stents), urinary prostheses and
orthopaedic prostheses (such as artificial joints and pins),
have all been shown to be infected with biofilms. It has
even been speculated that breast implantation-associated
medical problems might arise primarily from biofilm
infections on the implant material rather than from the
implant itself (G. Ehrlich, personal communication).

Box 1 | Quorum sensing

Recent advances in research on cell–cell communication in bacteria have demonstrated 
a roll for chemical signalling in bacterial biofilms. This research has shown that small,
diffusible molecules — members of the class of N-acylated homoserine lactones (AHLs)
— are released by biofilm bacteria into their local environment, where they can interact
with neighbouring cells. In all cases,AHLs are known to associate with a cognate 
DNA-binding protein that is homologous to LuxR in Photobacterium fischeri, which
causes a conformational change in the protein that facilitates DNA-polymerase binding
and initiates transcription of target genes.As bacterial densities increase with growth,
these AHLs can accumulate to a threshold concentration and induce the transcription 
of specific genes throughout the population. This process couples the transcription of
specific genes to bacterial-cell density89. Regulation of this type has been referred to as
‘quorum sensing’, because it suggests the requirement for a ‘quorate’ population of
bacterial cells that is necessary for the activation of AHL-responsive genes90. Regulation 
of this type enables the coordination of bacterial behaviour at the population level, and
ensures that the bacteria respond as a group to carry out special functions. For instance,
quorum sensing has been shown to be responsible for the release of degradative
extracellular enzymes and cytotoxins in a number of bacterial species. It is advantageous
for bacteria to act as a group, rather than as autonomous individuals. The role of quorum
sensing in bacterial infections is still incompletely characterized; however, great effort is
currently being put into the investigation of this phenomenon. These studies are expected
to yield important dividends in the development of new anti-infective chemotherapies.

Figure 1 | Five stages of biofilm development. Biofilm maturation is a complex developmental process that involves several
stages, each with unique characteristics that should be considered when designing strategies for biofilm treatment with antibiotics.
Each stage of development in the diagram is paired with a photomicrograph of a developing Pseudomonas aeruginosa biofilm. 
All photomicrographs are shown at the same scale. Modified with permission from REF. 58 © (2002) American Society for Microbiology.

Formation of a biofilm (Davies, 2003)

Moving beyond individual modules, the first whole-cell 
model was published in 2012.

Theory
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SUMMARY

Understanding how complex phenotypes arise from
individual molecules and their interactions is a
primary challenge in biology that computational
approaches are poised to tackle. We report a
whole-cell computational model of the life cycle of
the human pathogen Mycoplasma genitalium that
includes all of its molecular components and their
interactions. An integrative approach to modeling
that combines diverse mathematics enabled the
simultaneous inclusion of fundamentally different
cellular processes and experimental measurements.
Our whole-cell model accounts for all annotated
gene functions and was validated against a broad
range of data. The model provides insights into
many previously unobserved cellular behaviors,
including in vivo rates of protein-DNA association
and an inverse relationship between the durations
of DNA replication initiation and replication. In
addition, experimental analysis directed by model
predictions identified previously undetected kinetic
parameters and biological functions. We conclude
that comprehensive whole-cell models can be used
to facilitate biological discovery.

INTRODUCTION

Computer models that can account for the integrated function
of every gene in a cell have the potential to revolutionize bio-
logy and medicine, as they increasingly contribute to how we
understand, discover, and design biological systems (Di Ventura
et al., 2006). Models of biological processes have been
increasing in complexity and scope (Covert et al., 2004; Orth
et al., 2011; Thiele et al., 2009), but with efforts at increased
inclusiveness of genes, parameters, and molecular functions
come a number of challenges.
Two critical factors in particular have hindered the construc-

tion of comprehensive, ‘‘whole-cell’’ computational models.

First, until recently, not enough has been known about the indi-
vidual molecules and their interactions to completely model
any one organism. The advent of genomics and other high-
throughput measurement techniques has accelerated the char-
acterization of some organisms to the extent that comprehensive
modeling is now possible. For example, the mycoplasmas,
a genus of bacteria with relatively small genomes that includes
several pathogens, have recently been the subject of an exhaus-
tive experimental effort by a European consortium to determine
the transcriptome (Güell et al., 2009), proteome (Kühner et al.,
2009), and metabolome (Yus et al., 2009) of these organisms.
The second limiting factor has been that no single computa-

tional method is sufficient to explain complex phenotypes in
terms of molecular components and their interactions. The first
approaches to modeling cellular physiology, based on ordinary
differential equations (ODEs) (Atlas et al., 2008; Browning
et al., 2004; Castellanos et al., 2004, 2007; Domach et al.,
1984; Tomita et al., 1999), were limited by the difficulty in obtain-
ing the necessary model parameters. Subsequently, alternative
approaches were developed that require fewer parameters,
including Boolean network modeling (Davidson et al., 2002)
and constraint-based modeling (Orth et al., 2010; Thiele et al.,
2009). However, the underlying assumptions of these methods
do not apply to all cellular processes and conditions, and
building a whole-cell model entirely based on either method is
therefore impractical.
Here, we present a ‘‘whole-cell’’ model of the bacterium

Mycoplasma genitalium, a human urogenital parasite whose
genome contains 525 genes (Fraser et al., 1995). Our model
attempts to: (1) describe the life cycle of a single cell from the
level of individual molecules and their interactions; (2) account
for the specific function of every annotated gene product; and
(3) accurately predict a wide range of observable cellular
behaviors.

RESULTS

Whole-Cell Model Construction and Integration
Our approach to developing an integrative whole-cell model
was to divide the total functionality of the cell into modules,
model each independently of the others, and integrate these
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submodels together. We defined 28 modules (Figure 1A) and
independently built, parameterized, and tested a submodel of
each. Some biological processes have previously been studied
quantitatively and in depth, whereas other processes are less
well characterized or are hardly understood. Consequently,
each module was modeled using the most appropriate mathe-
matical representation. For example, metabolism was modeled
using flux-balance analysis (Suthers et al., 2009), whereas
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Figure 1. M. genitalium Whole-Cell Model
Integrates 28 Submodels of Diverse Cellular
Processes
(A) Diagram schematically depicts the 28 sub-

models as colored words—grouped by category

as metabolic (orange), RNA (green), protein

(blue), and DNA (red)—in the context of a single

M. genitalium cell with its characteristic flask-

like shape. Submodels are connected through

common metabolites, RNA, protein, and the

chromosome, which are depicted as orange,

green, blue, and red arrows, respectively.

(B) The model integrates cellular function sub-

models through 16 cell variables. First, simulations

are randomly initialized to the beginning of the cell

cycle (left gray arrow). Next, for each 1 s time step

(dark black arrows), the submodels retrieve the

current values of the cellular variables, calculate

their contributions to the temporal evolution of the

cell variables, and update the values of the cellular

variables. This is repeated thousands of times

during the course of each simulation. For clarity,

cell functions and variables are grouped into five

physiologic categories: DNA (red), RNA (green),

protein (blue), metabolite (orange), and other

(black). Colored lines between the variables and

submodels indicate the cell variables predicted by

each submodel. The number of genes associated

with each submodel is indicated in parentheses.

Finally, simulations are terminated upon cell divi-

sion when the septum diameter equals zero (right

gray arrow).

RNA and protein degradation were
modeled as Poisson processes.
A key challenge of the project was to

integrate the 28 submodels into a unified
model. Although we and others had
previously developed methods to inte-
grate ODEs with Boolean, probabilistic,
and constraint-based submodels (Covert
et al., 2001, 2004, 2008; Chandrasekaran
and Price, 2010), the current effort
involved so many different cellular func-
tions and mathematical representations
that a more general approach was
needed. We began with the assumption
that the submodels are approximately
independent on short timescales (less
than 1 s). Simulations are then performed
by running through a loop in which the

submodels are run independently at each time step but
depend on the values of variables determined by the other
submodels at the previous time step. Figure 1B summarizes
the simulation algorithm and the relationships between the
submodels and the cell variables. Data S1 (available
online) provides a detailed description of the complete
modeling process, including reconstruction and computational
implementation.
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A challenge was to make different types of models “talk” to each other.

Mycoplasm genitalium 
with 525 genes

Cell, 2012

what one wishes to learn from whole-cell
models and how they will interact with
the rest of biology. We consider both
points in Figure 1; as we see it, modern
biology acts at the intersection of broad,
qualitative underlying principles, global
systems-level quantitative measurements
from high-throughput experiments, and
system-specific quantitative measure-
ments and models from more focused
investigations. Quantitative cell-scale
modeling offers the promise of a princi-
pled framework for combining these
disparate sources of information. In the
short term, the development and optimi-
zation of such models are critical chal-
lenges by themselves, and modelers
may simply make use of any discrep-
ancies between their predictions and
known experimental data to refine the
structure and contents of their models.
In the longer term, however, thesemodels
must offer fundamentally new, experi-
mentally-testable predictions. We envi-
sion two primary types of predictions
that will be particularly useful: (1) the
discovery of new organizing principles
that help frame our intellectual under-

standing of biological systems (the
‘‘physicist’s perspective’’); and (2) the
development of sufficiently accurate
computational models to supplant exper-
iment during at least early stages of
compound screening or bioengineering
applications (the ‘‘engineer’s perspec-
tive’’). The unique potential for detailed
cell-scale simulations to provide insight
unobtainable through experiment arises
because they can provide arbitrarily
detailed, single-cell trajectories of the
internal state of cells and can be easily
perturbed as needed to investigate a
phenomenon of interest.
The highly sophisticated multiscale

model presented by Karr et al. (2012) is
a crucial step in the development of useful
and reliable cell-scale simulations. It is
impressive that this extremely complex
and ambitious preliminary model can pro-
vide both rough quantitative agreement
with a variety of experimentally measured
parameters and new insight into the regu-
lation of a biological process. Neverthe-
less, we should emphasize that this is
far from a platonically ideal simulation of
M. genitalium. For every module, there

will likely be some expert who will present
a fair criticism of the module’s mathemat-
ical representation or parameter estima-
tion, even though at present they appear
to represent the best available attempt
at balancing realism, computational com-
plexity, and number of free parameters.
As the authors themselves acknowledge,
the present model must be seen as a first
draft, more important as a starting point
for future refinement than as a productive
model in its own right. In the future, it will
be crucial for modelers to investigate the
points of failure in the current model and
to determine what alterations to parame-
ters or structure are needed; as the
authors note, expansion to a more exper-
imentally tractable model organism such
as E. coli is also highly desirable. In addi-
tion, to provide a complete cell-scale
reconstruction, modelers will need to
either treat or justify the neglect of
several lurking complexities that do not
appear to be addressed at present, such
as the possible presence of fairly perva-
sive genome-wide antisense transcription
(Dornenburg et al., 2010), effects of spatial
heterogeneity (Roberts et al., 2011), and

Figure 1. The Role of Whole-Cell Simulations in Modern Biology
As they mature, whole-cell models will integrate conceptual knowledge, low-throughput, and systems-level experimental information as inputs (the details of the
modeling method used by Karr et al. (2012) is depicted as an example), and they will provide as output both quantitative predictions of unspecified parameters
and qualitative information on previously unobserved behaviors. Initially, the primary focus of modelers must be to refine their models through a feedback loop of
comparing predictions to both old and new focused experiments; as time goes on, however, model predictions will allow the proposal of new, testable
hypotheses for previously unobserved organizing principles. In addition, the quantitative predictions of more refined whole-cell models should become
increasingly useful in bioengineering applications.

Cell 150, July 20, 2012 ª2012 Elsevier Inc. 249

Such models will be repositories of information and enable the cycle 
of experiment and prediction that underpins systems biology.

Freddolino & Tavazoie, Cell 2012

gation of electrical waves and development of contractile
force. These heterogeneities are believed to play a role in the
breakup of “rotors” during fibrillation (117). In addition, there
are structures that can act as barriers to electrical activation and
serve as anchors for spiral waves during reentrant arrhythmias.
As such, there is interest in developing more realistic 3-D
representations of heart tissue, which is increasingly feasible as
computational power continues to rise in terms of speed and
fall in price.

To obtain data about 3-D structure, magnetic resonance imag-
ing and histology data have been employed. These data, including
fiber orientation and sheet geometry, have been implemented in
ventricular models (25, 99, 169, 229) (see Fig. 6). Other models
have incorporated closed-loop representations of systemic and
pulmonary circulation to simulate changes in pressure over
time (119, 206). These and other realistic 3-D models have
been used to study changes in length-dependent force in the
setting of heart failure (154), structural changes following
myocardial infarction (230), the effects of antiarrhythmic drugs
on arrhythmia propensity (147), tissue vulnerability to electric
shock (24, 26, 187), and bath-loading effects (23) and have
complemented efforts to noninvasively map electromechanical
activation sequences (172).

In recent years, the specialized network of cells that make up
the Purkinje system (PS) and are crucial for proper electrical
conduction has been incorporated into some ventricular models

(14, 29, 30, 32, 66, 67, 172, 189, 216). These studies have been
used to gain insight into how ectopic stimuli arise from the PS,
responses to defibrillatory shocks (the effects of which are
modified by the PS), and cardiac resynchronization therapy for
patients with heart failure. The structures of the PSs in these
models were deduced from MRI data, which will hopefully
allow for patient-specific models of ventricular conduction in
the future.

Future Directions

While it is clear that computational modeling has helped
further our understanding of the mechanisms of cardiac ar-
rhythmogenesis in many ways, there are several new areas
where modeling is being used and is particularly exciting,
including the development of models for drug efficacy screen-
ing, patient specific therapy, and computer-guided nonpharma-
cological therapy.

Models to Predict Drug Therapy Effects

The first such area concerns predicting the effects of drug
therapy. Given that a large number of drugs fail to succeed in
the clinical setting owing to proarrhythmic adverse effects and
that many antiarrhythmic drugs actually do more harm than
good (72, 235), there have been a number of recent modeling
studies that aim to predict how antiarrhythmic drugs alter ion

Fig. 6. Computational meshes and fiber and sheet structure. A: computational mesh of infarcted canine ventricles for the electrical component of an
electromechanics model. A, inset: zoomed-in image of the mesh, showing the mesh details. B: computational meshes for the mechanics component. C: fiber and
sheet orientations obtained from diffusion tensor magnetic resonance images. Fiber orientation is for the infarcted canine heart. Sheet orientation is shown on
the endocardium in diastole. D: human ventricles with rule-based fiber orientation. D, A–F: transmural changes in fiber angle for different regions in the ventricle.
Figure and legend are modified from Trayanova et al. (227), used with permission.
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FIGURE 5 | General scheme of the excitation–contraction coupling-mitochondrial energetics guinea pig model including membrane currents,
sarcolemmal ion transport, Ca compartmentalization, and mitochondrial function.

a regulatory function because, in the steric hindrance
model, Ca binding produces an allosteric shift of
troponin/tropomyosin on the thin filament to allow
actin–myosin interactions. Troponin/tropomyosin
units connect end-to-end and form two-strand
helices that wrap around the thin filaments in the
myofilaments of the myofibrils. Myosin protrudes
from the thick filaments, and when allowed, forms
crossbridges with the actin in the thin filament. While
the steric hindrance model is generally accepted, the
detailed mechanisms remain controversial.23,185

Many different myofilaments models are being
developed by numerous groups.88,186–193 The diversity
reflects both the lack of consensus regarding the
appropriate mathematical formalisms needed to
describe the biophysics, as well as controversies
regarding which mechanisms are most salient to
muscle responses.183 Here, we review a subset of force
generation models that describe both the cardiac AP
and function of the myofilaments in order to illustrate
the progression of the field:

The Hilgemann–Noble (HN) model40 of
rabbit atrium incorporated one ordinary differential
equation to represent Ca-based activation, and
a second to represent crossbridge binding. This
formulation was presented as an abstract description
of force generation, and some aspects of the model are
now known to be inconsistent with current data. For
example, in the HN model, binding of Ca to both high-

and low-affinity sites affects activation, whereas it is
now known that only low-affinity sites are regulatory
in cardiac muscle. By assuming multiple binding sites,
the HN model exhibited an increased Ca sensitivity
and Hill coefficient similar to cardiac muscle. This
basic formulation was carried on to models later
developed by Noble and coworkers,38 including model
extensions for describing SL sensitivity.76

The Hunter–McCulloch–ter Keurs (HMT)186

model couples a mechanistic myofilament activation
model to a fading memory crossbridge model that uses
a convolution integral approach. The model includes
active force with SL dependence and passive tissue
properties. Simulated responses have been compared
with a wide range of experimental measures. The
HMT model has been refined194 and extended195

recently by incorporation within a model of the rat
myocyte AP formulated by Pandit et al.79 The com-
bined model has been used to investigate the putative
mechanisms of the slow force response, a secondary
prolonged increase in force beyond the Frank–Starling
response. The combined model has also been used as
the basis of a multiscale electromechanical model of
the rat left ventricle196 that has been used to investigate
how cellular-level behaviors affect work transduction,
stress and strain homogeneity at the whole ventricle
level.

The Rice-Jafri-Winslow (RJW) model integrated
the myofilament model of Rice et al.188 into the model
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of the guinea pig AP formulated by Jafri et al.75 This
model reproduced experimentally measured proper-
ties of mechanical restitution and post-extrasystolic
potentiation. These phenomena are examples of inter-
val–force relations in which changing the temporal
spacing between APs can produce dramatic changes
in developed force.184 An important finding from this
work was that altering the pacing protocol affected the
amplitude of the Ca transient and force generation to
a relatively small degree, while the cooperative prop-
erties of the myofilaments produced a much larger rel-
ative change in developed force. The model included a
phenomenological representation of cooperative inter-
actions between neighboring troponin/tropomyosin
units, including effects of SL. However, the RJW
model was limited since only isometric force protocols
could be simulated.

The RJW model has been refined and expanded
to reproduce a wider variety of experimental protocols
in the Rice et al. model.182 Importantly, active con-
traction and re-lengthening can be simulated, and pas-
sive muscle properties are included to simulate muscle
strips and isolated myocytes, two common experi-
mental preparations. The model includes phenomeno-
logical representations of cooperative interactions
between neighboring troponin/tropomyosin units and
cycling crossbridges that are computationally effi-
cient. While phenomenological approximations are
employed, the overall model structure attempts to
map well to the underlying biophysics. Thus, param-
eter definitions are intuitive and easily modified, as
compared to highly lumped or abstracted parameters

in fully phenomenological models. The model has been
extended recently by Campbell et al.197 to replicate
canine epicardial, endocardial, and mid-myocardial
myofilament responses. These cell models have been
composed into a tissue model to investigate the het-
erogeneous layers in the ventricles.198 Tran et al.199

have modified the Rice et al. model to include binding
and release of metabolites: ATP, ADP, Pi, and H.

Modeling Regulation via Cell Signaling
Cardiac ion channels as well as proteins involved
in CICR and EC coupling are primary targets for
regulation via cell signaling pathways. The most
widely studied pathway is that of the β-adrenergic
signaling cascade (Figure 6). The ‘fight or flight’
response increases cardiac contractility and output
via the release of neurotransmitters and hormones by
the sympathetic nervous system. Norepinephrine and
epinephrine bind to β-adrenergic receptors (β-ARs)
on the myocyte surface. These are G-protein-coupled
receptors which trigger the activation of adenylyl
cyclase (AC), leading to the production of cyclic
AMP (cAMP), which in turn activates protein kinase
A (PKA). The numerous targets of PKA-mediated
phosphorylation include LCCs, RyRs, phospholam-
ban (PLB, a regulator of the SR Ca-ATPase), the
myofilament protein troponin I, and phospholemmen
(a subunit of the Na–K pump).3,200,201 Early attempts
to model the effects of PKA-mediated phosphory-
lation of these targets on the properties of CICR
and the AP involved modeling the stimulated cell by
altering the function of the target proteins based on
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practical purposes can be considered to be in G2-phase—transcrip-
tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indefinitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.

In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the first asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.

In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.

2.2. Mos, p42 MAPK, and CDK1 activation

Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting

factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.

Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses !1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?

2.3. The all-or-none, irreversible response depends upon positive
feedback

Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback

Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.

Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.

1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].
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Lecture Outlines 

Week 1 What is systems biology? 
The general systems approach with examples. Why a systems approach is 
important for molecular and cellular biology.  

Weeks 2-5  Fundamentals of modelling biochemical networks 
Mathematical modelling of biochemical reactions, the law of mass action, and 
a discussion on ultrasensitivity, cooperativity, and Hill numbers. 

Weeks 6  Modelling gene expression  
Modelling the rate of transcription for genes controlled by activators and 
repressors.  

Weeks 7-8  Positive feedback and genetic switches 
Positive feedback and MAP kinase cascades, bifurcations and hysteresis, 
cellular memory and bistable genetic networks. 

Weeks 9-10 Negative feedback and oscillations 
Circadian rhythms, the Tyson model of the circadian clock in the fruit fly, 
relaxation oscillations, and oscillations through positive and negative feedback. 

Week 11  Stochastic simulations and model-fitting 
Depending on interest. 

Structure of the course

Modelling biochemical networks 

Enzyme kinetics 

Ultrasensitivity and allostery 

Modelling gene expression 

Biochemical switches 

Negative feedback 

Genetic oscillators 

Stochastic gene expression

Basic programming 

Loops, lists, and functions 

Plotting data 

Scientific computing with arrays 

Generating random numbers 

Simulating biochemical networks 

Stochastic simulations 

Fitting data

Systems biology Python
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